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Introduction
Our sense perception enables us to eat the correct amounts of food 

and, under normal circumstances, we cease eating when we have eaten 
sufficient food, and we drink sufficient to sati sfy the body ’s need for 
liquid. We breathe at the normal expected rate, our heart pumps at the 
expected rate and maintain the normal level of blood pressure, our body 
maintains the normal levels of acidity and temperature, we sleep for 
7-8 hours per night, etc. This suggests that the body is being regulated 
by a biological control mechanism of enormous sophistication and 
complexity, which has an enormous processing capacity; however as 
we age, and particularly as we age beyond 50 years, the mechanism 
which maintains our function become increasingly less able to sustain 
the levels of oxygen, blood glucose, blood cell content and a myriad 
of other biological components which the brain requires to function 
[1]. The i nnate g enetic c apacity o f key o rgans d eclines a nd r esults 
in shortages of proteins, hormones, etc. This h as a k nock-on e ffect 
affecting one biological sequence after another.

The cumulative effect of our lifetime of experiences, due to 
environmental and biological factors, influences the function and/
or stability of the autonomic nervous system and ultimately the 
function of our DNA and genes [2]. The level of genetic expression 
of the proteins (genotype) which we require to sustain our function 
declines and the rate at which these expressed proteins subsequently 
react (phenotype) also declines i.e. the ability of the body to cope with 
extreme events declines. 

There are two fundamentally significant biological issues at play: 
(i) the genetic ability to express proteins (ii) the body’s physiological
demand i.e. the phenotype or influence of the environment. In the

case of diabetes, in particular type 2 diabetes, this is the regulation 
of Blood Glucose. The greater the level of hyperglycaemia the greater 
is the associated demand for insulin. The development of a medical 
condition occurs when the environmental demand exceeds the body’s 
innate capacity [3] i.e. the prevailing supply and/or level of insulin 
is insufficient to metabolise the excess of blood glucose. By contrast, 
the lower the level of hypoglycaemia, which occurs in type 1 diabetes, 
the lower is the demand/need for insulin. If there is insufficient blood 
glucose the excess of highly reactive insulin will seek an alternative 
substrate and ultimately results in damage to the peripheral blood 
vessels e.g. in particular to the brain, eyes, legs and feet.

The evidence suggests that this regulatory process is performed 
by the brain via the process of neuroregulation [4-6]. This is a best-fit 
process which takes into account the prevailing state of development 
or physiological damage to a part of the brain, degeneration or damage 
to an organ (or limb), and the prevailing inter-cellular environment i.e. 
the feedback of biochemical signals from the viscera. 
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Abstract
Despite the immense advances of medical research there remains a fundamental theoretical deficit regarding 

how the body is able to maintain its physiological stability. In other words, what is the mechanism which regulates 
homeostasis and allostasis and/or what is the relationship between genotype and the influence of the environment 
(phenotype)? 

Despite the immense amount of publicity given to the huge increases in the occurrence of the most common 
lifestyle related ailments (e.g. diabetes, obesity, cardiovascular disease, cancers, Alzheimer’s disease, etc) which 
have occurred in recent years; most people in the world still have relatively normal levels of body weight and remain 
free from medical problems during their lifetimes, at least until their advancing years when their body is increasingly 
less able to maintain its normal regulated function. 

This article considers whether it is now possible to understand the nature, structure and function of this 
regulatory mechanism in far more detail than has hitherto been possible. This neuroregulatory mechanism involves 
the influence of light upon brain function and hence upon the autonomic nervous system and physiological systems. 
There is a particular emphasis in this article upon the regulation of Blood Glucose and how Acidity plays a significant 
role in diabetes etiology. Finally, the article introduces a Mathematical Model of the Autonomic Nervous System 
and/or the Physiological Systems (developed by Dr IG Grakov) which has been incorporated into a commercialised 
technology which is based upon the concepts outlined.
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The regulation of Blood Glucose, Blood Pressure, Acidity, Sleep 
and other essential biological and biophysical factors exhibit the 
characteristics of neurally regulated Physiological Systems. They 
involve many different causal factors, are polygenomic and multi-
pathological, and yet are regulated within homeostatic limits e.g. 
hyperglycaemia and hypoglycaemia, hypertension and hypotension, 
acidosis and alkalosis, and hypersomnia and hyposomnia (insomnia). 

Although it may seem an obvious conclusion, at least to the 
layman, the existence of neurally regulated physiological systems has 
never been proven although the idea of a complex network of neural 
networks involving cognitive influence over functional systems is not 
new [7]. Nevertheless medical reference journals continue to cite the 
contemporary definition of physiological systems which appears to 
be at variance with accepted medical findings [8,9]. This process of 
neuroregulation may be responsible for all aspects of our function and 
behaviour [10] e.g. sensing nutrients, activating neuronal functions, 
and regulating homeostasis [11]; except in chronic cases where organ 
systems are unable to respond to the neural instructions to return an 
organ to homeostasis. This phenomena has been extensively researched 
in Russia and recognised as a ‘pathological functional system’ [12,13] 
in which organs appear to function in stable systems i.e. at variance 
from normal physiological system(s). 

The body simultaneously receives a complex array of sensory 
input and biological input. It is designed to be mentally and physically 
active. The brain regulates the autonomic nervous system and the 
physiological systems [14]. It does so continuously throughout the 24 
hour cycle, in particular when we are awake, when we are participating 
in extreme events [5], and when we are asleep. This leads us to consider 
the relationship between brain function, the neural (EEG) frequencies, 
and cellular and molecular biology [8,14,15]. 

The contemporary understanding is that these functional systems 
are neurally regulated, that control is exerted by the autonomic nervous 
system and the endocrine system, that the brain contains programs 
which regulate the coordinated function of the body’s tissues and 
organs [16], and that the coordinated function of different regions of 
the brain is an essential element of emotions and behaviour. 

Changes of brain function have biological correlates which are 
manifest at the molecular level as changes to cellular and molecular 
biology, in particular to genotype and phenotype. Moreover insulin is 
produced in the brain in addition to the pancreas [17]. Accordingly 
what is the mechanism which simultaneously maintains the levels 
of blood glucose in the brain and the body? Is it autonomous or is 
it neurally regulated? The evidence suggests that the physiological 
processes function as part of a highly regulated network of physiological 
networks [18].

The regulation of blood glucose exhibits the characteristics of a 
remotely regulated system [19]. That it is a neurally regulated system 
explains the release of insulin in cycles of typically 6-15 minutes 
duration [20]. If someone is healthy the cycle is typically 6 minutes 
whereas if someone is diabetic the cycle can be up to 15 minutes. By 
contrast, changes of biological levels e.g. of insulin and blood glucose, 
influence brain function and behaviour. We seek out food when our 
blood glucose levels start to decline and we may ultimately become 
agitated if we get hungry. There is a dynamic relationship between the 
function of the brain and the visceral organs (Figure 1). 

The Relationship between Sensory Input and Biological 
Input

The brain and the body respond to sensory input. Deprivation 
of sensory input can inhibit neural development and/or lead to the 
shrinkage of elements in the brain whilst nurturing e.g. during childhood 
or during recovery from injury, enhances neural development [21,22] 
and also the development of autonomic stability. In addition, the 
devotion to specific activities during childhood or adulthood, which 
we know more typically as education or training, leads to the enhanced 
growth of specific components and also the growth of specific organs 
in the brain or body, the growth and/or function of specific muscle 
groups, etc. By contrast, an excess of sensory input can overload the 
innate perceived capacity of the brain. Whatever we do, how we do 
it, and whatever we consume (including viruses, vaccines, drugs, and 
our food/nutrition) influences the body’s stability and function to 
some extent however stress is a person-specific concept. We can be 
trained to accommodate stress e.g. (i) a child raised in a loving caring 
environment from birth is less susceptible to stress or (ii) a pilot can 
be trained to cope with unexpected problems which may occur whilst 
flying a military or passenger aircraft. Stress is a learned constraint. We 
remember most vividly the most stressful events which have caused 
pain or injury i.e. memory is a multi-level component of how the brain 
regulates the body’s function. We can develop coping strategies which 
enable us to more easily deal with stressful experiences.

The nature and extent of the stressor influences the body’s 
pathological correlates e.g. 

(i) the stress may have low intensity but a high level of frequency or 
it may have a high level of intensity but is infrequent; 

(ii) the psychological and/or physiological nature of the stress i.e. if 
it created change of short-term or long-term physiological significance 
(the acute or chronic condition);

(iii) the age, gender, and health profile of the patient (including 
weight) i.e. as we age our ability to be influenced by stress-related 
events increases. 

(iv) the stress may have different EEG correlates i.e. influencing the 
body’s function at different levels [8].

(v) the stress may have multiple pathological correlates which 
cannot be precisely characterised by a single biological determinant 
[4,23].

(vi) changes to genetic expression could affect more than one 
physiological system [24] e.g. the genes which influence the quality and 
quantity of sleep could also influence the regulation of blood glucose; 

Sensory Input  Sensory Output 

Brain  

Visceral Organs

Biological Input/Output
Figure 1: Brain vs. Viscera.
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(vi) is the genetic change the cause or the consequence of the 
medical condition [32,33]? 

Changes to gene conformation influence our function and 
predisposition to stress e.g. the level of the immune response 
determines our predisposition to a virus or vaccine i.e. it influences 
the genetic expression of proteins. Genetic changes can be inherited, 
acquired or due to environmental factors (viruses, vaccines, genetically 
modified organisms, etc) however the issue cannot solely be explained 
by considering just the biochemistry of the DNA and genes. Of greater 
significance is that such changes to genetic chemistry are accompanied 
by changes to gene conformation, which influences the structural and 
spatial relationship between a number of different and/or adjacent 
genes. This influences their synergistic function and subsequently the 
genetic expression of a particular protein(s). It explains why the genetic 
spectrum of different racial groups may differ e.g. in the expression of 
the insulin precursor. 

The onset of type 1 diabetes is associated with changes of gene 
conformation as a result of interaction with viruses [34-42] and virus-
like particles [43-45], the subsequent development of genetic and 
epigenetic variations [31] and/or of altered proteins which influence 
the immune response [46] and the subsequent production of antibodies 
i.e. the level and spectrum of antibodies may be the consequence of 
changes to gene morphology. Nevertheless the precise nature of this 
mechanism i.e. of type 1 diabetes, remains beyond the current level of 
understanding.

The issue is further complicated by evidence which suggests that 
the pancreas does not completely lose the ability to express insulin [47]. 

This appears to contradict the contemporary explanation that type 1 
diabetes is an auto-immune condition which causes destruction of beta 
cells in the Islets of Langerhans by T-cells. If so, this should result in the 
complete elimination of the beta cells to express insulin but this appears 
not to be the case. The evidence appears to suggest that changes to the 
immune system i.e. the antibodies produced, may be the consequence 
of the condition rather than its cause. This appears to indicate that the 
production of antibodies is in response to a viral infection rather than 
being ‘an auto-immune condition which causes destruction of beta 
cells in the Islets of Langerhans by T-cells’. The prevailing theory is not 
supported by recent research [48]. 

Low levels of magnesium are often found in the type 1 diabetic [49]. 
This may be highly significant. It may be indicative of a dietary deficiency 
of magnesium but it could also be the consequence of a higher levels of 
intercellular acidity e.g. due to lack of exercise [50] and/or a magnesium 
deficient diet; which would influence the genetic expression of pre-
pro-insulin, the coiled or uncoiled nature of insulin, the inability to 
metabolise blood glucose in the musculature, the inability of the 
pancreas to store insulin, and the ability of the expressed protein insulin 
to react with its receptor. It would also contribute to lowered immune 
function [51-53] and greater susceptibility to infection. This appears to 
be confirmed by the positive effect of magnesium supplementation [54] 
and by noting the relationship between magnesium levels of glycated 
haemoglobin [55] in the type 1 diabetic. The regulation of ‘the levels of 
blood glucose’ is influenced by acidity - both blood glucose and acidity 
are neurally regulated physiological systems [19].

As stated earlier, the issue of significance is not just what proteins 
are being expressed but instead by how much are these proteins being 
expressed [56]. For example genetic factors can create a physiological 
problem without the phenotype e.g. the shortage of an enzyme in 
Gaucher’s disease [57] and Fabry’s disease [58]; however the nature 

or proteins which are involved in the immune function also influence 
cardiovascular health [25].

This may explain the apparent lack of effectiveness of many drugs. 
With the possible exception of antibiotics, drugs are about 50% effective 
[26]. Furthermore they depend upon the autonomic nervous system 
for their effect and this changes according to age, weight and gender i.e. 
the majority of patients treated by the healthcare system are overweight 
or elderly. Drugs based on phenotype are usually unnatural products 
which are designed to interfere with the pathological process without 
causing significant disruption to the autonomic nervous system. If used 
at too low a level they are ineffective whilst if used at too high a level 
they are often toxic. Accordingly, there must be a reason which can 
explain the missing 50%. 

Apart from inherited genetic defects, or of damage or deformation 
to a physiological component, the fundamental cause of most 
common medical conditions is psychological or biological i.e. stress 
creates systemic dysfunction whilst a drug suppresses the biological 
consequences of the condition and may enable the brain to recover a 
degree of autonomic stability. Alternatively the nature of the stress may 
be of sufficient severity or systemic complexity that drugs are unable to 
compensate for the over-riding effect of the stress upon the autonomic 
nervous system. In order to understand the issue in greater detail we 
must consider (i) the fundamental relationship between genotype 
(protein expression) and the wider influence of environmental factors 
i.e. non-genetic or phenotype [27] and, (ii) the mechanisms which the 
brain uses to regulate the body’s function [28] and vice versa (Figure 1).

Genotype

Under normal circumstances (i) our genes express sufficient 
proteins to sustain our function (genotype) and (ii) the intercellular 
environment in which these expressed proteins react with their reactive 
substrate e.g. the prevailing level of intercellular acidity, is sufficient to 
sustain the reactivity of these proteins (phenotype) however changes 
of genetic and/or epigenetic structure (chemical and morphological), 
must also influence biological outcomes.

The development of genetic screening enables the medical 
researcher to identify which genes are involved in the complex process 
of protein expression. This process is complicated for several reasons: 

(i) genetic screening techniques may differ and give different 
results, and/or the results may not be reproducible; 

(ii) it is rare for a single gene to express a particular protein–often 
a gene will be involved in the expression of more than one 
protein; 

(iii) the spectrum of genes which are involved in the process of 
expressing a particular protein may differ e.g. between racial 
subtypes [29,30]; 

(iv) the expression of a gene must adhere to the laws of chemistry 
and/or physics i.e. the reaction conditions, in particular acidity, 
influences the prevailing levels of essential minerals (e.g. 
chromium, magnesium and zinc) and hence the function of 
transcriptase enzymes which require magnesium as a cofactor; 

(v) epigenetic effects (e.g. methylation, phosphorylation, the 
adsorption of transitional metals, etc) also influence gene 
conformation [31] and hence must influence the rate of protein 
expression; and 
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of the condition, in particular when the condition worsens, inevitably 
leads to stressful experiences i.e. the influence of environmental factors 
(phenotype), becomes increasingly significant. We experience stress as 
a complex set of biological correlates which affect the body’s subsequent 
functional capacity. 

Phenotype

Stress in its many various manifestations is a fundamentally acidic 
process [59]. It increases the prevailing levels of acidity in the brain and 
in the body [59,60]. Exposure to stress suppresses the natural balance 
of the autonomic nervous system. Extreme levels of stress influences 
the expression of insulin [61], the function of the brain, the endocrine 
glands [62] and subsequently the expression of endocrine hormones 
[63]. For example stress may lead to (i) the onset of dysfunction of the 
lungs and bronchii, the progressive inability to eliminate CO2 [64], and 
reduced expression of glucocorticoids [65], the bronchii are constricted 
and/or able to perform the task of oxygen exchange which leads to 
the occurrence of the bronchiectactic spasms that are typical of the 
asthmatic type condition; (ii) gastric reflux in which digestive acidity 
‘refluxes’ in the oesophagus [66]; (iii) the release of digestive acidity 
into the small intestines which leads to the irritation of the intestinal 
lining and to the rapid elimination of digestive contents i.e. diarrhoea 
[67]; (iv) the expression of different thyroid hormones [68]; etc.

Changes to the nature and/or levels of the proteins which are 
expressed alter the cellular orientation of proteins and their reactive 
substrates. All proteins, peptides, amino-acids, and fats/fatty acids are 
polar therefore changes of acidity influence their spatial orientation 
in the cell and/or their physical structure/morphology. The level of 
essential minerals changes if cellular pH is altered [69]. The reaction 
of acidity with essential minerals creates less soluble or insoluble salts 
therefore an increase in intra-cellular and/or intercellular acidity 
must inevitably be accompanied by a steady decrease in the level 
and/or bioavailability of essential minerals e.g. magnesium, calcium, 
chromium, selenium, zinc, etc; and by an increase in the levels of 
transitional minerals e.g. iron, aluminium, mercury, etc. Accordingly, 
as many enzymes and proteins require magnesium and/or zinc as 
cofactors [70], it becomes increasingly evident that increases of acidity 
must inevitably be accompanied by reduced metabolic rate and the 
subsequent manifestations thereof e.g. to body weight. 

The same phenomena is manifest in the long-distance runner i.e. 
reductions of body fat and excess training leads to an increase in levels 
of magnesium and zinc but a decline in the levels of iron which results 
in anaemia [71-73]. If so, this would be manifest in others who have 
low body weight e.g. in those with anorexia nervosa, and this is found 
to be so [74,75]. Such changes to the prevailing levels of intercellular 
and intracellular acidity influences the levels of essential minerals, 
hydration levels in the cell, and also the volume of the cells. This is 
the classic inflammatory response. Moreover as most transcriptase 
enzymes require magnesium i.e. as a cofactor, it becomes apparent that 
increased levels of acidity must also influence genetic expression [76]. 

The environment which supports oxidative stress and the formation 
of reactive oxygen species which is damaging to cell structure often 
includes increased levels of acidity and increased levels of iron and 
other components. Indeed, the damage caused by oxidative stress and 
subsequent changes of cell morphology must inevitably influence organ 
function. It is inconceivable that this would not in some way influence 
how different cells communicate e.g. (i) between the alpha and beta 
cells in the pancreas [77], (ii) the ability of the lymphatic mechanism 
to drain unwanted neurotoxins [78], (iii) the co-ordinated function of 

heart muscles [79], (iv) communication between endocrines [80], (v) 
etc.

The definition of Phenotype used in this text is a measure of the 
rate at which the level of expressed proteins subsequently reacts with 
its reactive substrate(s). It is a measure of the environmental demand, 
or influence of the environment, upon the body’s functional capacity. 
This differentiation between genotype and phenotype illustrates why 
someone with type 2 diabetes could be prescribed insulin which is the 
accepted treatment for type 1 diabetes i.e. type 1 and type 2 diabetes 
coexist. This is particularly significant if the correct drug or therapy 
is to be prescribed and/or if other non-drug therapies are to be 
recommended. 

Furthermore the context in which each medical condition is 
determined is significant. As we age we steadily lose the ability to 
express the key proteins which are essential for our function. By the 
time we have reached 90 years or thereabouts we will have lost 90% of 
our capacity to express proteins e.g. pre-pro-insulin/insulin i.e. type 1 
diabetes is a condition which everyone experiences at some stages in 
our lives. 

Diabetes and obesity are characterised by an inflammatory response 
and reduced metabolic rate. This is the consequence of increased 
levels of acidity, of oxidative stress, increased weight, and hence of 
increased levels of fatty acids, triglycerides, lipids, glycated proteins, 
etc [81]. The subsequent increase in body fat leads to increased levels 
of cellular acidity, cellular hydration and interruptions to intercellular 
communication. The skin takes on the characteristic texture/flabbiness 
of someone who is obese which makes it more difficult to regulate 
body temperature. This influences the rate at which proteins react i.e. 
reduced metabolic rate.

The influence of the environment (phenotype) does not require 
a genetic component to influence sleep, stress-related headaches, etc. 
In general, the pathologies which are related to phenotype result from 
extreme stress or nutritional deficits.

Genotype and phenotype

The onset and progression of a medical problem, irrespective of 
its origins, must also create a stress effect e.g. (i) the lack of physical 
activity arising from the development of a cardiovascular problem 
would create increased levels of acidity. It illustrates why exercise is 
such an effective way of reducing stress [82] i.e. exercise increases blood 
flow through the lungs and reduces pCO2 in the cells. (ii) The mental 
stress of being unwell inhibits the body’s innate healing response i.e. 
the autonomic nervous system. It is often referred to as the ‘chronic’ 
state. (iii) Someone who develops cancer will become stressed as 
they and their family worry about the outcomes (Figure 2). This has 
been extensively researched in neuro-oncology [83] where it has been 
recognised that the stressful effect of the diagnosis and/or the quality of 
care provided by nurses or carers is often associated with the level and/
or rate of therapeutic outcomes. 

Under normal circumstances i.e. when we are in good health, 
we express sufficient proteins to cover all eventualities however 
the influence of stress is benign. As the levels of expressed proteins 
decline (genotype), and as the rate at which these expressed proteins 
react (phenotype) slows, the lower becomes the physiological limit(s) 
in which the body operates. The genotype is therefore a measure of 
predisposition to a medical condition. It is only when the demand for the 
expressed protein exceeds the supply of the genetically expressed protein 
that this results in the onset and/or progression of a medical condition. 
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If the rate of reaction of the expressed protein is too low this results 
in the onset and/or progression of a medical condition. The limits of 
operation become narrower. It illustrates how a genetic predisposition 
requires an environmental trigger e.g. in the case of BRCA1 gene in 
breast cancer or as outlined in this article re diabetes. The problems 
occur when the influence of stress exceeds the innate genetic capacity 
and, at that stage, normal biological function can no longer proceed. If 
the condition is temporary the condition is the ‘acute’ state whereas if 
the condition is continuous the condition is the ‘chronic’ state.

The Criteria for a mathematical model

A mathematical model of the autonomic nervous system should 
make the link between sensory input, brain function and cellular & 
molecular biology (genotype and phenotype). Indeed if it involves 
cellular molecular biology, it must also include cellular biology, organ 
function and the function of the organ systems [14]. Accordingly 
any technology based upon a mathematical model of the autonomic 
nervous system would be able to determine the onset and progression 
of these pathologies at these different levels however, in order to define 
the nature of each medical condition, it is necessary to consider the 
levels of a protein or its substrate which are reactive and not just the 
prevailing level of a component. This is discussed in greater detail in 
Light and Colour as a Therapeutic Modality section.

Furthermore, by basing such a technology upon a mathematical 
model of the autonomic nervous system (which derives its data sets 
from changes of colour perception which arise from the release of 
biophotons as proteins react) it is possible to evade the side-effects 
e.g. which affect genetic screening through the inability to precisely 
define the complex mechanism by which the genes are able to express 
a particular protein; and takes into account how the prevailing 
intercellular environment influences the structure of proteins and 
influences their coiled nature and reactivity, which influences the ability 
of the reactive protein to react with its receptor. Similarly it evades the 
side-effects of histopathological tests (including biomarkers) which 
are often influenced by physical and biological factors [15] including 

the sampling process, test limits, pH, temperature, light, oxygen, a 
deficiency of a mineral or substrate, etc.

Strannik Virtual Scanning [84] is able to determine the onset and 
progression of pathologies at the different levels outlined i.e. molecular, 
cellular, organ and physiological system. It adheres to Kandel’s 
recognition that there is a fundamental relationship between cognition 
and cellular & molecular biology [85] and it meets Noble’s specification 
for a mathematical model [86] of the autonomic nervous system.

Physiological systems 

As outlined, the above changes in organ structure and function 
influence the function of the organ networks (often referred to as 
physiological or functional systems). Stress influences the stability of 
many of the body’s physiological systems e.g. sleep [8,14], digestion, 
excretion, urination, blood glucose [19], blood pressure [87], pH/
acidity [69], blood cell content, respiration, temperature, osmotic 
pressure, posture (musculo-skeletal structure), and blood volume.

Although this definition of physiological systems differs from the 
historical definition of physiological systems [9,88] it nevertheless 
adheres to current medical terminology and practice i.e. by the terms 
hyper- or hypo- e.g. hyperthermia and hypothermia, hyperglycaemia 
and hypoglycaemia, hyperventilation and hypoventilation, etc.

The existence of physiological or functional systems was first 
elucidated many years ago and remains a pillar of modern medicine 
[6,9]. The doctor’s examination is designed to establish the nature and 
extent of systemic dysfunction and/or of vital signs i.e. the measurement 
of blood pressure, blood glucose, temperature, etc; however the advance 
of biomedicine has steadily displaced the physical examination with 
more fashionable diagnostic tests of body fluids which, it is considered, 
enable the doctor to establish the precise biological cause of the 
condition although this technique suffers from a number of inherent 
limitations. This reductionist paradigm has very significant limitations. 
The existence of the physiologically regulated functional systems is not 
in doubt although, perhaps, their nature, structure and significance has 
not hitherto been satisfactorily explained [6], recognised or accepted. 

It is an essential aspect of neuroregulatory approach outlined in this 
article that no single entity in the brain or the viscera has a dominant 
role. If we remove a particular component in the brain or in the body 
this will influence the regulatory dynamic and ultimately the levels of 
morbidity and longevity experienced by the patient. Nevertheless the 
role of the hypothalamic centres e.g. arcuate nucleus, paraventricular 
nucleus, lateral hypothalamic area, etc; play a significant, if not 
essential, role in the management of energy homeostasis [89]. These 
hypothalamic centres react to a wide range of biochemical signals e.g. 
from sugars [90], proteins/peptides e.g. ghrelin [91,92], orexin [93], etc. 

Ghrelin appears to be significant for several reasons: (i) it is 
secreted by the endocrine cells in the stomach, (ii) it appears to be the 
only protein/peptide which stimulates food intake i.e. its association 
with meal size, (iii) ghrelin binds to a receptor in the arcuate nucleus 
in the hypothalamus, (iv) that patients undergoing gastric bypass as a 
treatment for obesity are found to have almost undetectable levels of 
ghrelin [91]. Accordingly neural regulation of levels of ghrelin [91,92], 
or of the neural mechanisms which could influence levels of ghrelin, 
have immense therapeutic significance. 

Further evidence for a network of neurally regulated systems

As outlined earlier, the autonomic nervous system functions in 
the manner of a neurally regulated and integrated network of organ 
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Figure 2: The Structure of the Autonomic Nervous System.
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networks however such a system cannot function in isolation from the 
central nervous system but must work in coordination with all other 
regulatory elements e.g. affecting the function of the Central Nervous 
System: (i) the demyelination which is characteristic of multiple 
sclerosis, (ii) l-dopa as a treatment for Parkinsonism, (iii) etc. 

In addition, neurons in the hypothalamus act in a way which 
suggests that the hypothalamus receives biochemical signals and that 
this is associated with neural regulation of metabolic rate [94] however 
the hypothalamus cannot be the sole neural component which is 
involved in this process. It must also involve memory and sensory 
input i.e. in order to be significant sensory input must be compared 
with experiences.

The brain and neural networks have a particular function(s) i.e. 
to regulate the body’s function. The contemporary explanation is 
that this involves the autonomic nervous system i.e. the sympathetic 
and parasympathetic nervous systems, however this excludes the 
possibility that the brain regulates the body’s function and that this 
neuroregulatory mechanism comprises a structural relationship 
(Figure 2) which involves the coherent and/or synchronised function 
of the organs i.e. organ networks; and cellular and molecular biology 
[14,85,86]. 

The stability of these physiological or functional systems, and 
consequently of changes to cellular and molecular biology, can be 
altered by stress which we experience via the integrated and co-
ordinated function of the senses [95-98] however, according to various 
web sites and academic publications, an estimated 80-90% of sensory 
input is visual [99]. (An estimated 80% of the brain’s activity is devoted 
to the processing of visual input. In the brain, there are >10^8 neurons 
devoted to visual processing. This occupies circa 30% of the cortex. By 
comparison just 3% of the cortex is involved in hearing. Each of the 
optic nerves comprises circa 10^6 fibres whilst each auditory nerve 
carries circa 30,000 fibres). 

Accordingly sensory input can be positive or negative - both have 
biological correlates. Positive sensory input stimulates the immune 
system, raises levels of endorphins, increases our vitality, improves our 
mood, etc. It makes us feel good. By contrast, negative sensory input 
is what we recognise as stress. It lowers the immune response (which 
involves the spleen, thymus, bone marrow, intestines, lymph glands, 
etc), raises our susceptibility to infection, slows our recovery from 
illness or injury, reduces the ability to concentrate, lowers our mood, 
etc. [100]. It has biological correlates. It influences our systemic stability 
e.g. the quality and quantity of sleep, regulation of blood pressure and 
blood glucose, feelings of appetite and satedness, the function of the 
intestines and subsequently the quality of excrement, the frequency 
of urination, the smooth function of the lungs, regulation of acidity, 
menstrual cycle, etc. The development of pathological manifestations 
to cellular and molecular biochemistry is the consequence of this 
instability.

In recognition of these phenomena a number of tests [101-106] 
have been developed which attempt to quantify the level of autonomic 
dysfunction e.g. Stress-testing, Valsalva test, Tilt table test, etc; 
however these tests are experiential. They lack a coherent theoretical 
understanding of the phenomena i.e. how the brain regulates the 
autonomic nervous system.

Light is the mechanism which enables us to visualise our 
environment and hence experience positive and negative life 

experiences. It offers us a mechanism to understand in greater detail 
the function of the autonomic nervous system.

The Physiological Significance of Light

Although light is the most dominant of the senses, in terms of its 
overall function, its effect should not be considered in isolation [95,96]. 
The brain assesses the complex and coordinated effect of sensory input 
from its surrounding environment in its efforts to sustain its stability 
and function e.g. to determine behaviour. Light conveys one person’s 
behaviour to others in more detail than any other sensory modality. 
Nevertheless, as highlighted in this article, the effect of light upon the 
body’s function is not solely visual. Light performs a function which 
is significantly more complex than just conveying pictures of our 
environment to the brain.

Colour perception as a diagnostic modality 

Light has been used as a therapeutic modality since the time of the 
Pharoahs. It has been incorporated into various forms of ‘light therapy’ 
however despite the apparent lack of scientific explanation for the role 
performed by light, in particular its influence upon the body’s function, 
there is not yet a recognition of how light influences the body’s function. 

Light influences the function of the autonomic nervous system e.g. 
the colour red stimulates the sympathetic nervous system whilst the 
colour green influences the parasympathetic nervous system [107-109]. 

If the phenomena of ‘changes of colour perception’ were associated 
solely with the function of the retina, colour perception would be 
linked to the number of retinal photoreceptors/opsins however this has 
been shown not to be so [110]. In addition it has been identified that, 
in addition to the visual perception of our environment, light is able to 
stimulate the brain by a non-retinal mechanism [111].

There is a fundamental phenomenon which, if understood, can be 
adapted and used to better understand the function of the autonomic 
nervous system. Drugs which raise or lower our heart rate influence 
our colour perception [112]. By contrast, the walls of a heart ward in 
secondary care are often painted a light shade of green because this 
colour appears to slow the function of the heart, reduces heart rate 
and enables the heart to more effectively recover its normal regulated 
function [113]. Patients who are exposed to a natural environment 
[113-118] recover more quickly than those who remain in an artificial 
environment [119]. Our behaviour and by implication our physiology, 
is continuously influenced by the sensory input which we continuously 
receive from our environment [117].

Changes of colour perception are a feature of all biological changes 
[14,15,100,120,121] including all drugs, viruses, vaccines, and medical 
conditions; although it is in the diabetic where there have been the 
greatest amounts of research. In diabetes, changes of colour perception 
are a feature of the onset of diabetes from its earliest pre-symptomatic 
onset [1,122]. This research suggests that, at least in the case of diabetes, 
such changes of colour perception are associated with the earliest onset 
of diabetes [123,124], the levels of insulin and/or blood glucose, and/or 
the production of highly bioluminescent glycated proteins [125,126]. 

The development of type 2 diabetes is now measured by determining 
the levels of glycated haemoglobin although glycated insulin would 
appear to have been a more logical choice. Insulin has a relatively low 
half-life which may have made the selection of glycated insulin more 
problematic. In addition there is a wide range of proteins which have 
been converted to glycated analogues (albumin, LDL-cholesterol, 
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etc). The HbA1c test assumes that the level of these glycated proteins 
remains relatively stable.

When measuring the proportion of a protein in histopathological 
testing how much of the protein is physiologically significant? Proteins 
continuously change their shape according to the conditions which 
exist in the prevailing biological environment. They can be coiled and 
reactive or uncoiled and unreactive e.g. (i) there may be a high level of 
a protein (insulin) but low level of protein reactivity or (ii) there may 
be a low level of a protein (insulin) but a high level of protein reactivity. 
This is typical of type 2 and type 1 diabetes respectively. It explains 
why someone with type 2 diabetes could be prescribed insulin which is 
the recognised treatment for type 1 diabetes. The assumption that the 
level of a single biochemical can be used as a precise determinant of 
pathology is therefore an inherently flawed assumption [127,128]. In 
addition most medical conditions have complex polygenomic, multi-
systemic basis with varying degrees of co-morbidities [129]. There 
are often ranges of presenting pathologies of different significance. 
Accordingly there is scope for significant inaccuracies by the biomarker 
approach. 

Also, the influence of genotype and phenotype must both be 
considered. There are two main options to consider: (i) that we are 
able to identify and measure how much of the protein is reactive-which 
must be influenced by the prevailing cellular medium; and/or (ii) that 
we measure the rate at which the protein reacts. 

Almost all medical conditions, viruses, vaccines and drugs are 
accompanied by changes to colour perception [14,15,100,112]. Changes 
of colour perception are a feature of type 1 and type 2 diabetes therefore 
changes of colour perception are a feature of genotype and phenotype. 
The prescribing of insulin temporarily alters colour perception. 
Furthermore the onset of changes to colour perception occurs from 
the presymptomatic stage [121-124]. These observations illustrate that 
changes of colour perception are a fundamental and significant feature 
of the body’s biology i.e. changes of colour perception have pathological 
origins. This can be explained by noting that most proteins are visually 
active [130-136]. They absorb and release light. This phenomenon is 
commonly known as ‘bioluminescence’. The spectrum and intensity of 
the light, in particular of the biophotons of light which are released, 
influences colour perception and is a direct measure of rate of reaction. 
It is a precise marker of presenting pathology. It effectively creates a 
digital format, or common denominator, upon which to develop a 
personal bio-mathematical model of the autonomic nervous system.

That drugs, viruses, pathologies, vaccines and other bioactive 
substrates influence colour perception supports the view that changes 
of colour perception have biological origins which affect retinal 
function however light influences the body’s function through the eyes 
and the skin i.e. there is more than one biological mechanism. Such is 
the complexity of the body’s function that it is pertinent to consider 
that these two mechanisms may not be the sole mechanism to explain 
the phenomena of colour perception e.g. the observation, as studied in 
optogenetics, that neurons may be stimulated by light illustrates that a 
non-retinal mechanism may also be viable [111]. 

This phenomenon of changes to colour perception was first 
recognised and investigated by Spittler in the 1930’s [108]. It forms 
the basis of the discipline known as Syntonic Optometry. In recent 
years a number of patents have been registered re medical devices or 
techniques which have sought to adapt this phenomenon to diagnose 
blood glucose levels.

Light and colour as a therapeutic modality

Sensory input influences the regulated function of the autonomic 
nervous system and physiological systems. Accordingly, at least in 
principle, the correct selection of sensory input, irrespective of the 
sensory modality, must also have therapeutic significance. As stated 
earlier an estimated 80-90% of sensory input is visual therefore light 
may also have significant potential as a therapeutic modality depending 
upon the nature and origins of the medical condition. Exposure to stress 
creates a predisposition to a medical condition [136-139] therefore 
the removal of the stress has the potential to reduce or remove this 
predisposition or actual disposition to a medical condition however the 
issue is clearly far more complex. If the stress has significant magnitude 
or longevity this creates a memory which influences the stability of the 
autonomic nervous system including our function and health.

The function of light has been immensely underestimated and 
overlooked by the vast bulk of medical research. It conveys the majority 
of data which enables us to connect and interact with our environment 
but sensory input (of which 80-90% is visual/light) is also an essential 
component for life and/or for normal mental and/or physiological 
development [135]. Light has been shown to have the potential to 
change the way that the brain sustains memories [137] and control 
gene expression [138]. It plays an essential role stimulating the body’s 
immune function [139]; it influences the regulated function of the 
heart [140,141] the liver [141,142], the skin [141], the brain [142], the 
pituitary gland [143], etc. Exposure to light stimulates the production 
of vitamin D [144] which influences the immune response and hence 
our susceptibility to a wide range of medical conditions [143]. Over one 
hundred medical conditions are known to respond to the therapeutic 
effect of light e.g. depression [144-148], migraine [149], psoriasis [141], 
diabetes [150,151], faster healing of diabetic fibroblast cells [152], 
hyperbilirubinaema [153,154], attention-deficit hyperactivity disorder 
[155], dyslexia [156], premenstrual syndrome [157], etc. 

Nevertheless every light therapy is not the same (so it is not possible 
to apply a meta-analysis of existing data). There is not yet an accepted 
understanding of the phenomena therefore the simplistic application 
of light is fraught with difficulties. The random flashing of lights could 
stimulate a photosensitive event e.g. a migraine, yet techniques based 
upon this principle [158] have been approved for use as a treatment 
for migraines [149]. There is a significant scientific principle involved.

The current level of understanding appears to be based upon 
the concept of ‘heart-rate variability’ i.e. the time interval between 
heartbeats, but it excludes any understanding of how the brain, and 
the EEG frequencies in particular, regulates or influences the body’s 
multi-level function. Accordingly it is completely unrealistic to expect 
that the results from clinical studies, based upon an incomplete 
understanding of the phenomena, can give an optimum physiological 
response. Nevertheless light-based biofeedback, neurofeedback and 
laser-based techniques have become widely used for the treatment of 
a range of conditions including psoriasis, seasonal-affective disorder, 
hyperbilirubinaemia, dyslexia. 

In addition there is evidence that such techniques may be effective 
in treating a range of medical conditions including diabetic leg ulcers 
[159,160], pancreatic cancer [161], etc.

It has taken a great deal of time for the person to become 
unwell. Accordingly it is unreasonable to expect instantaneous 
relief. Nevertheless this illustrates the essential distinction between 
medications and the sensory approach. Medication alleviates the 
symptoms of dysfunction but does little, if anything, to alleviate the 
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fundamental cause of the condition. It is for this reason that most 
migraine medications are poorly effective at preventing the onset of 
migraines. They can offer deliver rapid relief from symptoms and it 
is for this reason that drugs are widely used. They alter the dynamic 
relationship between sensory input, neural regulation and organ 
dysfunction however it is for this reason that drugs often become 
ineffective over a period of use i.e. the brain starts to compensate for 
the biological changes which have been induced by the medication. 

This illustrates the functional relationship which exists between 
sensory input and the autonomic nervous system and, in particular, how 
the function of the brain is (i) continuously receiving and processing 
multi-sensory data, (ii) comparing this data with an extensive bank of 
memories; and (iii) using this information to continuously regulate 
the body’s stability and that of the physiological systems (Figure 1). 
Failures of this mechanism i.e. of autonomic dysfunction result in the 
emergence of pathologies which influence the function of the brain 
and its subsequent ability to regulate the autonomic nervous system 
and physiological systems (Figure 2). The basic biological reactions are 
altered due to a shortage of substrates, co-factors and/or by changes 
to the prevailing reaction conditions. This is a fundamental feature 
of the laws of chemistry and of reaction kinetics which apply to every 
chemical reaction (Figure 3).

All chemical reactions in the body must comply with the basic laws 
of chemistry. This applies to 

(i) the expression of proteins by the genes–which must therefore be 
influenced by acidity and temperature, 

(ii) the expressed protein–which may be coiled and reactive or 
uncoiled and unreactive, 

(iii) the subsequent downstream reactions. The term ‘insulin 
resistance’ has become the accepted term to explain type 2 diabetes yet 
there is no such term as ‘resistance’ in chemistry. Either a chemical 
reacts or it does not react. The term ‘insulin resistance’ is a distraction. 
The problem of diabetes is the inability of insulin to react with its 
reactive substrate - the insulin receptor protein (IRP) - and that this is 
a pH and/or Magnesium dependent reaction.

(iv) the protein absorbs energy in order to attain its reactive state 
whereupon it reacts with its reactive substrate and releases energy, 
in the form of light, which has a particular frequency(colour) and 
intensity. 

This applies to the genetic expression of proteins and/or to the 
reaction of the expressed protein with its reactive substrate(s). The 
biochemical which we measure as biomarkers for a particular disease 
are often the consequences of this process i.e. of autonomic dysfunction, 
yet we can alter the body’s function by providing biological changes 
through nutrition or drugs. Each alters colour perception to a greater 
or lesser degree. Significantly these involve the visceral organs in the 
digestive system so the body’s function is influenced by both sensory 
and visceral input. Moreover, as outlined earlier, the use of drugs is 
an artificial construct. They disrupt the mechanism by which the brain 
regulates the autonomic nervous system. Most drugs are poisonous 
entities unless used at the prescribed levels. If used at a level which 

is lower than advised the drug often becomes ineffective. If used at 
too high a level the drug may be toxic or lead to drug side-effects. 
Accordingly the body’s function and the onset of pathologies may have 
sensory-neural and/or visceral origins. 

Often a drug will influence other physiological systems e.g. a beta-
blocker (atenolol) may be co-prescribed with a diuretic (chlorthalidone) 
in order to slow the beat of the heart and reduce blood volume i.e. the 
effect of the beta-blocker upon heart function needs to be compensated 
by a reduction in circulatory blood volume. Someone who is prescribed 
a drug which lowers their metabolic rate will start to gain weight i.e. the 
drug interferes with the neural regulation of system function. It also 
interferes with the broad range of sensory input/perception e.g. appetite 
or satiety, hearing spectrum, colour perception, etc. Accordingly 
someone with a particular medical condition, who may or may not be 
receiving drugs to treat the condition, may find that their feelings of 
appetite or satedness may be affected e.g. they lose their appetite, have 
lower energy, become increasingly depressed (lower mood), exercise 
too little, or eat too much.

Adapting the mechanisms which influence system function

The body’s function can be influenced in different ways e.g. by the 
electrical currents in neural stimulation, smell and/or taste; sound and 
vibration; frequency-based mechanisms involving light and sound; 
meditation; touch; changes of gravity, temperature, air quality and/
or pressure/altitude; acupuncture meridians; etc. Each influences 
the body’s function by influencing different aspects of the regulatory 
mechanism. That such factors influence the body’s function is not in 
doubt however what needs to be clarified is whether such phenomena 
can be adapted and, if so, the extent to which these observations can be 
adapted with therapeutic effect [162].

The mechanisms for these therapeutic modalities can be divided 
into two categories i.e. feed forward and feedback. Most of this article 
has been devoted to the discussion of the feed forward mechanism in 
which information received via the senses is processed by the brain and 
subsequently influences systemic stability, organ function, and cellular 
and molecular biology [85]; however in a dynamic biological system 
there must also be a feedback mechanism providing information about 
all parts of the body’s functional abilities to the brain. This is illustrated 
by noting the declining effectiveness of drugs over a period of time i.e. 
as the brain compensates for biological change in its efforts to maintain 
and optimise physiological stability. Further evidence of this process is 
the occurrence of drug side-effects and of adverse effects e.g. weight-
gain, which accompanies the use of anti-depressives or tranquillisers.

That acupuncture can be immensely effective e.g. enabling a 
surgeon to conduct open-heart surgery without anaesthesia, illustrates 
the existence of a biofeedback mechanism in which stimulation of the 
acupuncture meridians in various ways (by needles, pressure, light, 
and by pharmacological agents) stimulates biological changes e.g. of 
neuro-peptides, which influence the ability of the brain to regulate the 
body’s function. This is part of the complex mechanism which has been 
adapted by pharmaceutical companies to deliver drugs. It illustrates 
why drugs are only circa 50% effective [26] i.e. because drugs treat the 
consequences of autonomic dysfunction and yet do little to influence 
the fundamental cause of the condition. By comparison initial studies 
have indicated that Strannik Light Therapy may be up to 93.2% effective 
[163].

As stated earlier, the understanding of this mechanism enables 
the surgeon to conduct open-heart surgery without the need for 

[Reaction Conditions] 

 Energy + A + B                                     C + D (metabolites) + Energy 

Figure 3: Reaction Kinetics.
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anaesthetics. It is an immensely powerful phenomenon which has 
been adapted with diagnostic and therapeutic effect. There are various 
medical devices which are based upon determining which acupuncture 
meridians are dysfunctional and which can be stimulated by light, 
pressure or an electrical impulse to give a therapeutic response and/
or to eliminate the pain response. Nevertheless the theoretical 
understanding of such techniques has not yet been fully elucidated 
[164]. Consequently the reliability and effectiveness of such techniques 
remains controversial. (This illustrates a common failure of medicine 
and medical research i.e. to reject a technology or phenomena because 
the results are unsatisfactory rather than to understand why the 
phenomenon is effective in some patients). Although used to treat a 
wide range of ailments there is not yet an extensive body of evidence to 
support the widespread use of such devices. In addition, the quality of 
such techniques is often heavily dependent upon the expertise, calibre 
and abilities of the practitioner. 

Does one person’s health influence the health and function of 
others? 

The mechanism outlined (Figure 4) also influences our behaviour. 
In effect one person’s sensory output i.e. their behaviour, is another 
person’s sensory input e.g. as a person yawns and influences other 
people to yawn. Our behaviour can have a positive or negative effect 
upon those around us i.e. stress can have interpersonal origins e.g. 
in the home-from family or friends, or in the workplace-from our 
colleagues.

This is further evidence that our ability to recover from a disease 
or medical condition can be influenced by the data flow from our 
environment e.g. (i) whether the attitude of the carer projects a positive 
or negative message to their patient, (ii) if the doctor gives a positive or 
negative message to the patient [165], (iii) if the nurse(s) have a caring 
demeanour [166-171], and (iv) if the environment in which the patient 
is being treated is able to stimulate their recovery [172-182] e.g. by 
light/colour, sound/noise, nutrition, smell, etc.

We plan our lives around the key aspects of our function and hence 
the pursuit of functional system stability: the supply of food and drink, 
heat and shelter, sleep and procreation i.e. the brain regulates blood 
glucose-our blood glucose level starts to decline-we become hungry- 
the brain decides to seek out a supply of food with an increasing sense 
or degree of urgency-etc. This illustrates that there is a link between the 
brain’s Executive functions, the input of sensory data, and the regulated 
function of the autonomic nervous system and physiological systems 
although there is not yet any recognition by the research community 
of the mechanism which the brain uses to regulate the body’s function. 
This is ably summarised as follows: 

“If you take an airplane, a Boeing 777, I think it has like 100,000 
parts. If I gave you a parts list for the Boeing 777, in one sense you’d 
know a lot. You’d know 100,000 components that have got to be there, 
screws and wires and rudders and things like that. On the other hand, I 
bet you wouldn’t know how to put it together. And I bet you wouldn’t 
know why it flies. Well, we’re in the same boat. We now have a parts 
list. That’s what the Human Genome Project is about is getting a parts 
list. If you want to understand the plane, you have to have the parts list, 
but that’s not enough to understand why it flies” Lander E [183]. 

In order to understand how the body functions we have to consider 
the available evidence.

The Brain Uses Frequency to Regulate the Body’s 
Stability and Function

The use of electroencephalograph (EEG) to determine abnormalities 
of brain function or of magnetic resonance imaging (MRI) to determine 
changes of brain structure or neural blood flow are widespread. The 
EEG in particular determines changes to neural frequencies however, 
despite the immense amount of research regarding this phenomenon, 
there is not yet an accepted opinion of what, precisely, is the function 
of the brain or the role of the EEG frequencies. Changes of EEG are 
considered to be the consequence of neural structure and biochemistries 
yet there is a body of evidence which suggests that EEG frequencies 
are fundamental aspects of brain function [8]; that cognitive input 
influences neural function; that the fundamental function of the brain 
is to continuously regulate the body’s stability [5,8,10,12]; and that it 
does so by employing a frequency-based mechanism.

The theta and delta frequencies function throughout the full 24 
hour cycle. There are absolutely no examples of people continuing to 
live their lives without an adequately functioning brain and/or without 
the existence of theta and, in particular, delta frequencies. The loss 
of part of the cerebrum, cerebellum or amygdala impairs a patient’s 
function and quality of life. Accordingly the evidence illustrates that 
(i) the beta and alpha frequencies are associated with normal cognitive 
processes whilst (ii) the theta and delta frequencies function at a more 
physiologically significant level and are essential features of the body’s 
function including the fixation of memories. The evidence is further 
strengthened by noting how patients with severe brain injuries may 
enter a comatose state in which the delta frequency is dominant and 
that our sleep comprises cycles of typically 90 minutes duration in 
which the theta and delta (mainly delta) frequencies predominate.

There is an ever greater level of understanding of how sensory input 
influences the body’s function and, in particular, how frequency plays 
a significant role in this process. It is evident that the body’s function 
involves the coordinated function of different biological cycles. There 
is evidence of biological cycles which influence almost every aspect 
of the body’s function. Changes at puberty (at circa 12-15 years), 
pregnancy (typically 9 months), menstruation (typically for several 
days in every 28 day period), the circadian sleep cycle (typically 7-8 
hours in every 24 hours), the release of insulin (typically 6-15 minutes) 
and many ultradian cycles e.g. the release of Growth Hormone by 
the hypothalamus, the thyroid takes several hours to respond to the 
release of Thyroid Stimulating Hormone by the pituitary gland, etc; are 
evidence of biologically significant changes which affect the long and 
short term regulation of the body’s function [184]. Perhaps such long 
cycles are necessary because of the low rate of production of specific 
hormones. Furthermore the length of such cycles is often influenced 
by the patient’s medical condition and/or their environment [185]. 

Sensory Input   Sensory Output/Sensory Input Sensory Output 

  

Brain  Brain 

 

Visceral Organs Visceral Organs 

Biological Input/Output                                                                    Biological Input/Output 

Figure 4: How One Person’s Sensory Output is Another Person’s Sensory 
Input.



Citation: Ewing GW (2015) The Framework of a Mathematical Model of the Autonomic Nervous System and Physiological Systems: Using the 
Neuroregulation of Blood Glucose as an Example. J Comput Sci Syst Biol 8: 059-073. doi:10.4172/jcsb.1000172

Volume 8(1) 059-073 (2015) - 68 
J Comput Sci Syst Biol       
ISSN: 0974-7230 JCSB, an open access journal  

Accordingly where is the evidence for the control mechanisms which 
regulates these complex structural relationships? 

The onset of puberty may occur earlier or later, a pregnancy may 
be early or late, the menstrual period may be shorter or longer, the 
duration and intensity of sleep may shorten, the cyclic release of insulin 
may be significantly longer than the normal 6 minutes, etc.

We are drawn to consider that the sole function of the brain is the 
continuous regulation of the body’s physiological stability [3,5] and 
that frequency plays a significant role in this mechanism i.e. to regulate 
systemic stability. The brain regulates systemic stability by a biophysical 
mechanism yet its function is influenced by its biology. Support for this 
hypothesis comes from the existence of a developed and commercialised 
software technology-Strannik Virtual Scanning [186,187] and Strannik 
Light Therapy [8, 188,189] in which the patient-specific frequency-
based light therapy involves the selection of a number of parameters 
including, and in particular, the specific physiological system which 
has been determined to be most dysfunctional.

Strannik technologies [190,191] originated from a programme of 
research conducted by I.G.Grakov [84] at the University of Novosibirsk 
in the early 1980’s. It involved researching the medical applications of 
industrial lasers. It is from the observation of a biological response to a 
waveform that this technology has evolved.

There is evidence to support the above hypothesis e.g. flashing 
lights can induce photosensitivity (migraine, epilepsy) yet flashing 
light therapies have been approved which treat migraine [192], dyslexia 
[193,194], etc. Biofeedback techniques are used to treat a wide range of 
ailments. They are based upon the delivery of light and sound although 
the fundamental scientific literature which supports the use of such 
technologies remains vague and insubstantial i.e. such techniques are 
largely experiential and lack a fundamental theoretical understanding 
of the phenomena [195]. By contrast, Strannik Light Therapy has been 
used to successfully treat a wide range of ailments including sleep 
apnoea [196], migraine [192], dysarthria [197], headaches [198], sleep 
problems [198], circulatory problems [198], breathing problems [198] 
etc. 

In the same way that pathological changes influence sensory 
coordination e.g. in developmental dyslexia and autistic spectrum 
disorders, then so too must pathological changes influence the 
coordinated function of the physiological systems.

Summary/Evidence of a Mathematical Model of the 
Autonomic Nervous System and Physiological System

Complex systems are regulated systems. They cannot be otherwise. 
There is evidence of an integral relationship involving the neural 
networks, autonomic nervous system and the physiological/functional 
systems. The neural networks must be physiologically significant [7]. 
They cannot be otherwise. There is evidence of a dynamic relationship 
between the function of the brain and visceral organs which involves 
a structured relationship involving the physiological systems [3-
5,8,12,14], endocrine glands, and (at the visceral level) changes to 
cellular & molecular biology. There is also evidence that light/colour 
influences the function of the autonomic nervous system and hence 
that changes of colour perception have a biological basis (i.e. with 
genetic and phenotypic origins); and there is evidence that stress has 
pathological correlates [199].

Such observations, supported by the existence of Grakov’s 
Strannik technology (Strannik Virtual Scanning and Strannik Light 

Therapy) [167,200] illustrates that the brain employs frequency to 
regulate the body’s function i.e. to modulate the function of the 
various physiological systems [201-204] e.g. blood glucose, blood 
pressure, sleep, temperature, acidity, digestion, etc. Biological change 
at the cellular & molecular level is often the consequence of systemic 
dysfunction. The biological entity that is the brain regulates the body’s 
stability by a biophysical, frequency-based mechanism and is influenced 
by a biological feedback mechanism which involves memory [26,205]. 
Depending upon circumstances i.e. the fundamental cause of a medical 
condition, there may be two or three pathways by which the body’s 
function is altered:

(i) the top-down pathway in which changes of systemic stability 
for example arising from the influence of stress influence the function 
of the organs; changes of organ function influence cell biology; 
and changes of cell biology influence molecular biology. This is the 
mechanism used by psychologists, neurologists, and various types of 
Complementary and Alternative Techniques. It is how stress influences 
the body’s function.

(ii) the bottom-up pathway in which changes of molecular biology 
influence cell biology; changes of cell biology influence organ function; 
and changes of organ function influence systemic stability. This is the 
mechanism by which drugs are used to alter the body’s function.

(iii) the dynamic relationship i.e. molecular biology has two facets 
which have equal significance: genotype and phenotype; and which 
function in an interconnected manner. In general, genotype and 
phenotype do not function in isolation. 

Grakov’s research, which has elucidated the relationship between 
genotype and phenotype, illustrates the relationship between psychology 
and physiology. Psychology is effectively the study of phenotype i.e. the 
greatest source of stress which we experience in outlives comes from 
the stresses and strains of inter-personal relationships (Figure 4). It 
studies the behavioural consequences of our biochemistry. The most 
severe stresses e.g. the termination of a close relationship/or divorce, 
of being over-looked for promotion [206,207], the failure of a business 
venture [208], the death of a loved-one [209], of loneliness [209]; have 
pathological correlates which influence our subsequent health and 
behaviour. By contrast our genetic profile establishes the general traits 
which characterise our personality and our subsequent behaviour. This 
is the rational and/or emotional elements of behaviour which have 
perplexed the psychologist for centuries.

The idea that the brain’s function could be influenced or 
regulated by frequency is not new. The idea or neural coherence or 
synchronisation has been debated for the last 20-30 years, perhaps 
since Bullock’s research, however it is only in the last 10-20 years 
that an accumulating body of evidence has emerged illustrating the 
coherence of opinions i.e. that neural networks work in a synchronised 
manner [193]; that this involves cognitive input [96-98], the autonomic 
nervous system [14,15,205], a mathematical relationship involving 
organ systems, organs, cells and molecular biology [14,15,45,118], 
the physiological or functional systems [1,8,12,14,15,19,69,87,187]; 
and that each physiological or functional system has a behavioural 
[118,136]or ‘executive’ significance [7,136].

As we age, we become less willing to accept change. We make our 
decisions based upon what we have seen or done in our lives. This 
reflects the underlying hypothesis which is set out in this article. The 
limits of our function, and hence of the autonomic nervous system 
and our mental and physical health, are influenced by our cellular and 
molecular biology including age, weight and gender. 
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