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The Effect of Exogenously Induced Magnetic Fields on 
Neurotransmitter Dynamics

Abstract
Over the past decades, there has been significant controversy regarding the role of exogenous electromagnetic (EM) fields on the dynamics of molecules in 
living cells. Here we present a model of electromagnetic forces in the synaptic cleft using the bidomain theory as a framework and the averaged field theory 
as the theoretical basis, suggesting that the exogenously induced magnetic field may modify the neurotransmitter dynamics. Our model is based on voltage 
cell membrane amplification due to the Hall Effect principle and the hypothesis that synaptic cleft electric conductivity is represented by tensors with non-zero 
off diagonal terms. The physical interpretation of the off diagonal components is explained, and analytical expressions for the induced magnetic field and 
conductivity tensor are derived.
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anisotropy of the brain, but also its unequal anisotropy [7]. The degree of 
anisotropy of the intracellular space is different from the degree of anisotropy 
of the interstitial space, which has important consequences on the flow of 
electrical current in the tissue. In addition to uneven, the anisotropy of 
the brain is not uniform. The non-uniformity affects both the electrotonic 
propagation of the polarization and the propagation of the magnetic field [8].

This uneven and non-uniform anisotropy should be taken into account in 
mathematical models designed to describe the flow of electromagnetic fields 
in the brain. But, as Sanz-Leon et al. [9] point out, a mathematical theory 
has not yet been formulated that can reflect at an electrophysiological level 
the effects of the numerous spatial scales of structural discontinuity that 
emerge from the histological study of the brain.

It is possible to distinguish three different, although not mutually exclusive, 
approaches to the problems posed by the study of the flow of electrical 
current in tissues [10,11]:

•	 As a biological tissue is not a completely ordered structure and as 
the variability of local morphological characteristics is generally very 
evident, one idea that prevails is to develop statistical models of the 
flow of electric current, using the methods and results of the theory of 
stochastic processes with parameters distributed in space.

•	 As a biological tissue presents a certain degree of morphometric 
regularity that is also very evident (in the dimensions, shape and 
arrangement of cells and other elements), another attractive idea is 
to postulate a regular geometry that is somehow related to the tissue 
structure, but simple enough to allow the solution of the field equations 
that describe the flow of electric current.

•	 As the results of the measurement operations can be interpreted 
on the basis of averages, a third way of approach that is naturally 
imposed is to use averaged fields and to construct averaged forms of 
the field equations to describe the tissue from the electrophysiological 
point of view. 

The stochastic approach is the one that has received the least attention, 
until now, in electrophysiology. It has been developed for the study of 
heterogeneous physical systems, fundamentally for the analysis of elastic 
and dielectric properties, EM wave propagation and mass transport 
processes. Even though the media to which the stochastic approach has 
been applied are much simpler than biological tissues, the development of 
the theory presents considerable mathematical difficulties [12].
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Introduction
To this day the question of whether it is possible for a biological process 
exposed to an exogenous electric or magnetic field to generate a response 
signal in the organism distinguishable from background noise is still being 
debated [1-3].

The lack of knowledge that existed in the first electrophysiological studies 
on the nonlinear membrane phenomena that underlie all manifestations of 
electrical excitability, on the one hand, and the lack of a theory capable of 
quantitatively describing the flow of electrical current in tissues in vivo or in 
vitro beyond the limited possibilities of the one dimensional and linear cable 
theory, prevented the analysis, more in depth, of this type of experiments 
within the framework of endogenous and exogenous EM fields [4].

Later, more realistic concepts of multidimensional structure and 
mathematical models of three dimensional, homogeneous and isotropic 
cables were introduced, which served as the basis for numerous later works. 
In contrast to classical one dimensional cable models, in the new concept of 
three dimensional structures, the intracellular and interstitial spaces share 
the same volume on a relatively microscopic scale [5]. The high degree 
of interconnection that brain tissue presents suggests considering the 
intracellular space as a single continuum, simply connected. The same can 
be done with the interstitial space. The development of this idea leads to the 
so called bidomain theory in electroencephalography. This approach insists 
on the study of the potential and current fields generated in each domain 
by a transmembrane potential field which is often assumed to be given [6].

From the experimental results it can be deduced, not only the marked 
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The approach based on idealizing the geometry of the tissue is the one 
that, until now, has been most used in electrophysiology. The different 
applications of the cable theory in the study of electrical current flow in the 
brain are included, along with other models, in this category [13].

We will use the approach based on the theory of averaged fields. The field 
equations obtained must be valid for any geometry, so the results obtained 
with regular geometry models must satisfy them. In a way, the averaging 
field approach is intermediate between models based on regular geometry 
and stochastic models. But all three methods of dealing with the question 
of electrical current flow in tissues lead to the introduction of unspecified 
parameters that must be determined experimentally.

In this paper, we present a theoretical model of the interstitial induced 
magnetic field determined from the effect of exogenous electric fields on 
cell membrane. Our model is based on electrically active interstitial and 
intracellular media represented by conductivity tensors with non-zero off 
diagonal terms. Such conductivity tensors can arise in spaces associated 
with a complicated geometry, like the synaptic cleft. 

We propose a physic mathematical framework that maintains a well 
specified connection with the morphological and bioelectric properties of 
the brain tissue, but at the same time presents behaviour simple enough to 
be able to solve the field equations from the corresponding nonlinear partial 
differential equations. The way to contemplate these requirements (to a 
certain extent antagonistic) is to identify the tensor fields of conductivity 
of the tissues, which allow the development of an averaged field theory. 
We shall first review the standard calculation of the potential and magnetic 
field of a single cell membrane, and then show how this calculation can be 
generalized to describe the electric potential in the synaptic cleft. Finally, a 
summary of the bidomain theory is presented, considered as an extension 
of the three dimensional cable models.

Physical Derivation of the Model
In this section, we describe the classical view of the fields required to 
describe charge transport in the brain, at the microscopic scale (d). For the 
range of frequencies associated with the exogenous electrical activity and 
the applied stimulatory pulses, the electric field generated by self-induction 
is generally two to three times less than the order of the electric field 
generated by charge separation [14]. Therefore, until now when dealing 
with the issue of the effect of exogenous fields, the magnetic contribution 
to the electric field was neglected, putting ( )E V 1= −∇



 (eliminating the 
contribution of the partial derivative of the potential vector with respect to 
the time). This is the reason why the effect of the magnetic field on moving 
charge carriers was also neglected. Next, we will explain the classical 
development in more detail to determine under what conditions the 
simplifications made are no longer valid.

Let ε be the d-scale electrical permittivity (ε can vary from one point to 
another) and ρ be the charge density, the potential V satisfies Poisson's 
equation:

( ) ( )     2Vε ρ∇ ∇ = −

The local point current density and the local point charge density verify the 
continuity equation:

( ) ( ) ( ), 
,  0    3

t r
J t r

t
ρ∂

∇ + =
∂







On the other hand, on the d scale the following generalized form of Ohm's 
law holds

( ) ( ) ( ) ( )( ) ( ), , , ,      4pJ t r t r E t r E t rσ= −
  

   

where ( ), t rσ  is the punctual local conductivity field (just like ( ), t rε  , it 
could vary from one point to another and eventually, from one instant to 

another. The field ( ), pE t r


  is the so called Planck field, associated with 
charge carrier concentration gradients [15]. As σ, ρ and pE



 depend on the 
concentrations of tissue electrolytes and, therefore, on the local geometry 
of the tissue at d scale, the local punctual expression Eq. (4) of Ohm's 
law is, in fact, much more complicated than it appears from the way it was 
described. Thus, the simplifications made in the classical approach to these 
questions could no longer be valid and we could not neglect the magnetic 
contribution to the electric field; and, under suitable conditions, we could not 
neglect the effect of the magnetic field on charge carriers [16,17].

The variation of an electric field produced by the displacement of an electric 
charge is always accompanied by a magnetic field [18]. While the electric 
charge is at rest, there is only an electrostatic field; but a magnetic field 
appears as soon as the charge begins to move. It can be stated even more: 
The magnetic field created by the movement of an electric charge will be 
more intense if the charge is greater and if it moves faster [19].

The working hypothesis is that whatever way the exogenous electromagnetic 
field acts on the cell, it does so primarily through its action on the cell 
membrane. The internal cavity of any conductor in equilibrium in an electric 
field has a constant potential and therefore a zero electric field. This is what 
is called a Faraday cage, which protects all the bodies enclosed in it from 
electrical influences. The specific electrical characteristics of the living cell 
(Faraday cage) and the relatively small magnitude of exogenous EM fields 
mean that it is not possible for this field to interact with the cell through 
interaction with the charged particles or the electric dipoles inside it. Thus, 
it is natural to consider that the EM fields could act on the cell through local 
changes of charge in the membrane [20,21].

The effects of EM fields on cells are attributed to a series of main 
mechanisms:

•	 Charge polarization, 
•	 The significant orientation of permanent dipoles that cause 

topographical changes of molecules,
•	 Diffusion and movement of charges, ions that can bind or separate 

from proteins, 
•	 Production of membrane receptor or ion channel clusters,
•	 Voltage sensitive enzymes are a special case of electroconformational 

coupling of protein channels [22-24]. Specifically, regarding the 
conformational changes in the membrane, some studies specify that 
the changes occur especially in the ion channels and the enzymes 
associated with the membrane [25,26]. These proteins, when 
subjected to the EM field, have a tendency to modify their orientation. 
But due to the very configuration of the transmembrane proteins, it 
is very difficult for them to rotate inside the membrane and dissipate 
the Debye relaxation energy [27]. The combination of conformational 
changes and ionic translocation creates a non-linear response to 
weak EM fields manifested by the generation of harmonics, creating 
electrical amplification phenomena [28,29].

Some specific cell membrane proteins can be arranged as a kind of electric 
amplifiers, such as is used in electronics [30]. These cell membrane proteins 
work like a Hall effect transformer [31]. A Hall effect current transformer 
consists of a coil of cable located next to one or more other coils, and that 
is used to join two or more alternating current circuits, taking advantage 
of the induction effect between the coils. The variation of the intensity 
of current in a coil (primary coil) gives rise to a variable magnetic field. 
This magnetic field causes a variable magnetic flux that passes through 
the other coil (secondary coil) and induces an electromotive force in it, in 
accordance with the Faraday-Henry law [32] Saleh et al. [33] have studied 
the conductivity tensor and Hall effect in magnetic conductors. They derived 
the conductivity tensor due to anisotropic scattering of electric carriers in 
a magnetic conductor. However, even today a quantitative theory for the 
spontaneous Hall effect has not been given so far [34].
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The transformation ratio of an electrical transformer is defined as the 
ratio 2

1

V  
V of the voltages at the terminals of the secondary and primary. If 

we consider an ideal transformer (without losses and, in particular, without 
resistance in the secondary or the primary), the voltages are null V2=V1=0 in 
direct current (DC), and the ratio 2

1

V  
V is not defined. In fact, the primary has 

a resistance that intervenes when the frequency is low enough: the primary 
becomes above all resistive (and not inductive), the current passing through 
it becomes independent of the frequency; however, the secondary voltage 
V2 is proportional to the frequency and tends to zero with it. Therefore, the 
transformer does not work in DC, nor when the frequency is too low [35].

If we consider a quasi-static regime, there would be an easily calculated 
potential difference between the outer and inner sides of the membrane, 
let's call it ∆V (volts). In this case the membrane would be driven by exactly 
the charge they would have accumulated if they were connected at ∆V 
(volts), and therefore by an identical average current [36]. If the capacitance 
of the membrane were C, it would have accumulated a charge Q=C·∆V, in 
an average time τ=R·C (where R is the resistance). The average current 
would be Q VI

Rτ
= =

 . This approximation is valid for the study of the 
potential difference created between the external and internal faces of the 
membrane; where the instantaneous currents, although tiny, comply with 
the above laws [37]. From the point of view of their absolute magnitude, the 
electrical potential differences that are generated across cell membranes 
are small, usually a few tens of millivolts. However, due to the small 
thickness of the membrane, the electrical gradient is enormous. Thus, for 
a cell membrane with a potential difference of 70 millivolts and a thickness 
of 3.5 nanometers, the resulting electrical gradient is 200,000 volts per 
centimeter.

At this point we will determine the effect of this induced magnetic field on the 
trajectory of a protein released into the extracellular space. Our particular 
case would be that of a magnetic field B generated by a current distribution 
in concentric layers perpendicular to the axial plane of the cytoplasmic 
membrane (let's assume for the explanation the plane of the page) [38] for 
this case we would have the configuration of Figure 1.

Figure 1. The magnetic field formed by the current exists everywhere 
around the I



direction. Circular field lines form around it, extending to any 
distance out from I



. This figure shows the symbol for current pointing out 
of the screen: A circle with a dot in the center.

The existence of a uniform (or quasi-static) induced magnetic field in the 
synaptic cleft would also explain the impossibility of neurotransmitter 
accumulation in this region. We know that magnetic field lines cannot be 
open, since divB 0 =



 everywhere (there are no magnetic charges), so 
field lines have zero ends, unlike electric field lines, which end on charges 
(in electrostatics) [39]. Field lines are necessarily closed (except, perhaps, 
for a set of null measure, such as the axis of a solenoid) [40]. The particle 
describes an arc of circumference in this region. Since it is a closed figure, it 
must intersect the border of the region at two points (or at none). Any particle 
that enters this region will leave after making less than one revolution. In 
general, it is impossible to confine a charged particle (or an electric dipole) 
coming from the outside (in this case the neurotransmitters stored in the 
vesicles of the presynaptic neuron) without losing energy in a region where 

there is a uniform (or quasi-static) magnetic field.

There are many previous studies that provide experimental values given in 
values associated with electric field magnitudes instead of magnetic field 
language. From now on we will try to state the above results in electric field 
language. A pure magnetic field in a certain reference system is transformed 
into an electric field in another (or a combination of magnetic and electric 
field). In both systems, the force is the same but not its interpretation 
(electric or magnetic). In our case, we have an electric dipole with linear 
velocity v . In this reference system of point O (midpoint between the 
centers of the positive and negative charge of the dipole), the magnetic field 
is relativistically transformed into an electric field E



= vxB


 ; which tries to 
move point O in the direction of E



; causing a change of its linear velocity 
´v v→

   [41]. In the following lines we will take advantage of the Galilean 
transformation explained above to develop the problem in terms of electric 
field, more specifically in terms of electric potential.

The action of the electric field on charged particles is trivial, but not so much 
the action on neutral bodies, which is fundamental in our argument since 
most proteins are neutral. So, the first question is how can neutral bodies 
respond to an electric field? Because such particles are not point like, and 
the field acting on them is not uniform [42]. A neutral body, in an electric 
field, is polarized (by influence). If the field is not uniform, the positive and 
negative charges are subjected to forces of different intensity, which are not 
compensated, the bodies always move towards the region of the intense 
field, whatever the sign of the field (or vibrate if these bodies are part of 
structures that prevent their free movement) (Figure 2) [43].

Figure 2. There is the possibility of electrifying a neutral body by means of 
a charged one without putting it in contact with it. If the body is positively 
charged, the nearest neutral body part will be negatively charged and the 
opposite positively.

For the case of the induced electric dipole, given a field tube that ends at 
infinity, the electric flux through this tube is the same whatever its section. 
Consider the cross section of the tube for a sphere of radius R; let SR be 
its area. Since the total charge is zero, the mean field ER at distance R 
decreases at least as a dipole field (i.e. as

3

1  ). 

So, we obtain:

It is necessary that SR increases at least as R3, which is obviously 
impossible, since SR cannot exceed the area of the sphere (4πR2). It is thus 
understood why the field tubes of such charge distributions widen and then 
"turn around". There can therefore be no more than a numerable set of field 
lines that go to infinity if the total charge is zero see (Figure 3).

This means that although the transmission of the field through neutral 
bodies is theoretically possible, the electric field created by the neutral 
body is strictly local (i.e., it is approximately zero in areas far away from 
its localized finite sources) [44]. Under these conditions we can apply the 
Helmholtz theorem and the solutions to the problem will therefore have 
physical significance. So, if such neutral particles were contained inside 
compact structures where the distance between them was minimal (as in 

Δ
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the synaptic cleft volume), an effective transmission of the field would occur 
[45].

Figure 3. The electric field and equipotential surface distribution of an 
electric dipole. The solid lines signify the electric field and the dashed line 
signifies the equipotential surface around the dipole.

Mathematical Derivation of the Model
General electrical conductivity tensor

The problem consists of calculating the resulting electric potential in the 
membrane when applying an external electromagnetic field. This is an 
electromagnetic problem with Neumann boundary conditions that can be 
solved from Maxwell’s equations. We represent by R the region of space 
occupied by the brain. The bidomain theory postulates the existence of two 
overlapping continuums at each point P of R and for each instant t: the 
intracellular continuum (subscript i) and the interstitial continuum (subscript 
e). Likewise, it postulates that these continuums are electrically connected 
to each other through a system of excitable membranes, a system that 
is also supposed to occupy the entire R region. Two scalar fields ϕi and 
ϕe are introduced to represent the electrical potential in the intracellular 
continuums and interstitial, respectively. The membrane system is assigned, 
at each point of R for each instant, the field Vm=ϕi-ϕe which is interpreted as 
a transmembrane potential field [46].

Two electric current density vector fields iJ


 and eJ


 (intracellular and 
interstitial, respectively) and a scalar electric current density Jm that 
is assigned to the membranes are then introduced. The first problem 
that arises is that of justifying in an operational way (that is, in principle 
accessible through electrophysiological measurements), the introduction of 
the superimposed continuums together with the corresponding fields.

In the bidomain theory, the continuity equations of the electric current are 
postulated in each continuum or domain:

( )i m mJ  J  6∇ = −


  

( )e m mJ  J  7∇ = +




where m  is the fraction of membranes at the point considered in the 
bidomain (that is, the area of membranes connecting the intracellular and 
interstitial spaces per unit volume of tissue).

The second problem, then, is to adequately justify these two equations. 
To connect the electric current density with the potential gradient, the 
constitutive equations, characteristic of the intracellular and interstitial 
continuums, are postulated, under the form of Ohm's law for an anisotropic 
volume conductor [47].

( )i i i
i ix x iy y iz zJ g e g e g e 8

x y z
φ φ φ ∂ ∂ ∂

= − + + ∂ ∂ ∂ 



  

( )e e e
e ex x ey y ez zJ g e g e g e  9

x y z
φ φ φ ∂ ∂ ∂

= − + + ∂ ∂ ∂ 



  

These equations have been formulated by taking the vectors xe , ye  and 
ze   according to the main directions of the conductivity tensors of one and 

the other continuum (assuming that the main directions are the same for 

both media, the interstitial and the intracellular).

The third problem is to justify Eqs. (8) and (9) from the equations of 
electromagnetic theory, taking into account the irregularity of the distribution 
of the fields and the complexity of the originating boundary conditions, on 
the scale d because of the tissue structure. In the bidomain theory, the 
main conductivity coefficients gix, giy, giz y gex, gey, gez are introduced, as 
well as the current densities iJ



 and eJ


, referred to the total tissue space. 
Subsequently, the volume fractions fi and fe are made to appear (the 
membranes are assumed to have zero volume) to connect the coefficients 
g with the coefficients σ:

( ) ( ), ,         10     . ,i p i i pg f p x y zσ= =

( ) ( ), ,         11     . ,e p e e pg f p x y zσ= =

In turn, the conductivity coefficients σi and σe refer each one of them, to 
the corresponding continuum. They express the intrinsic conductivity 
properties, regardless of the volume fraction that this continuum occupies.

But, as by definition, the current densities are referred to areas, in the 
conductivities the area fractions f   should appear instead of the volume 

fractions f:
( ), , ,   ,    ,      12ix i yz ix iy i zx iy iz i xy izg f g f g fσ σ σ= = =

( ), , ,   ,    ,     13ex e yz ex ey e zx ey ez e xy ezg f g f g fσ σ σ= = =

Here, ,u xyf  represents the fraction of area occupied by phase u on a 
flat surface (at scale f) parallel to the coordinate axes x and y, centered at 
point P of the bidomain to which said fraction of area is assigned area. An 
analogous interpretation has the other two area fractions at that same point 
of the bidomain: 

u yzf and ,u zxf .

In the bidomain theory it is postulated, for each point of the bidomain:

( ), , ,     14u u xy u yz u zxf f f f= = =

where u represents either i or e (it is enough to postulate Eq. (14) for one 
of the two continuums, in that case it is also verified for the other, since the 
sum of the volume and area fractions are always equal to 1) So, both the 
intracellular (i) and interstitial (e) conductivities have been represented as 
diagonal tensors

The conductivity tensors in Eqs. (15) and (16) expressed in cylindrical 
coordinates takes the following form,

The ionic mobility both inside the cell and in the extracellular space is quite 
reduced, compared to an aqueous solution. Ion pathways within the cell are 
blocked by contractile proteins, the sarcoplasmic reticulum, mitochondria, 
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and other structures, as well as by electrical interactions with the relatively 
immobile constituents of the cytoplasm (cytoskeleton and microtrabecular 
meshwork) [48].

Ion pathways in the extracellular space are blocked by the many fibers in 
the connective tissue and various macromolecular forms, as well as by the 
membranes of cells (other than neurons) found in that space (capillary-
associated, immune system…). The passage of ions through biological 
membranes generally occurs through localized structures, especially ion 
channels. On average, a width of 4 Å (0.4 nm) can be assigned to a channel 
and a distance of 150 Å (15 nm) between two channels. Taking into account 
the selectivity of the channels, for the same ionic type, the distance between 
two channels of the same type will generally be considerably greater [49].

As a consequence of this structural complexity in brain tissue, the 
conductivity tensors of the intracellular and extracellular domains would 
require a more complete formulation, containing non-zero off diagonal 
terms like Eqs. (19) and (20).

The induced magnetic field

The Biot-Savart law allows calculating the magnetic field produced by an 
electric current,

which can be rewritten as

The most general possible form for B is B=B (r,θ,z), that is, in cylindrical 
coordinates. The considered system is invariant with respect to rotations 
and displacements around z axis, so the source terms in the integrands in 
Eq. (22) can be written as.

and

 
If either rθσ  or zθσ  is not zero, then J θ does not vanish and there exists 
components of the magnetic field in the r and z directions.

In our case, the induced magnetic field exhibits cylindrical symmetry, 
regardless of the existence of off diagonal terms in the conductivity tensor 
[50,51]. Tang et al. [52] studied sub-synaptic molecular architecture in 
cultured rat hippocampal neurons during synaptic transmission. They 
observed that the gradients of protein density are aligned to the densest 
receptor areas, suggesting a nanocolumn model, optimizing the potency 
of neurotransmission. This experimental data contributes to guarantee the 
electromagnetic cylindrical symmetry in the synaptic cleft [53].

We will now derive analytic expressions for the magnetic field based on Eq. 
(22) through Eq. (24). Applying the divergence to the current density and 
taking into account that within the volume Ω it is zero (there are no current 
sources), and that, on the contrary, on the surface δΩ the current source 

and sink are oriented in the direction normal to the surface, the problem is 
defined by:

Where ( )x x, y, z=
  represents a generic point in space. In a spherical model, 

this problem can be solved analytically using Legendre polynomials and 
spherical coordinates [54]. To solve the problem using a realistic cell shape 
(and a general tissue fiber) the finite element method is used.

As it is sought to fulfill the first condition Eq. (25), a weight function ω is 
proposed that satisfies:

What is known as the heavy residue method, where Vm is the potential to 
be calculated. Applying gradient and divergence properties, expression Eq. 
(27) can be written as:

known as the weak formulation of the problem. Then, applying Green's 
Theorem to the first term, we get

To solve these integrals, the volume is discretized into tetrahedra and 
a linear interpolation is applied within them (first order finite element 
method). The volume integral of Eq. (29) is solved for each element of the 
discretization, obtaining a Ke matrix (called the elemental matrix) for each 
tetrahedron and the assembled set of all the Ke forms the stiffness matrix K 
of the problem. This matrix is n×n, where n is the number of points (vertex 
of the tetrahedra) of the discretization. In this way, the problem is linearized, 
remaining in the form KU=F, where U is the unknown vector formed by the 
electric potential at the vertices (of n×1) and F is the independent vector. 
It is possible to show that F is made up of all zeros except +I and I in the 
elements located at the current injection points [55]. Where I is the charge 
per unit time and per unit area that crosses the face of the tetrahedron.

From this approach, Roth et al [56] expressed the transmembrane electric 
potential (Vm) in terms of its Fourier transform using cylindrical coordinates 
which does not depend on , ,  and  r z r z

i i e e
θ θ θ θσ σ σ σ  (Eqs. (30-35)). Then they 

derived analytic expression for the induced magnetic field in the interstitial 
media ( , ,  r z

e e eB B Bθ ) where r
eB  and z

eB  depend on , ,  and  r z r z
i i e e
θ θ θ θσ σ σ σ   

(Eqs. (36-40)) [57,58].

Starting from the transmembrane potential Vm (z) using its Fourier transform 
νm (b),

and

We obtain the Fourier transform of the external potential ( ),e r bν  where a  
is the width of the cell membrane,

( ) ( )
( ) ( ) ( ) ( )0

0

,   32
, ,e m

K b r
r b b

K b a L b a N
ν ν=

with
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( ) ( ) ( ), , , ,    33
zz zz
e i

zz
e

L b a N P b a Nσ σ
σ

  +
= − +  

  

( )  34
zz zz
e i
rr rr
e i

N σ σ
σ σ

+
=

+

( ) ( ) ( )
( ) ( ) ( )1 0

1 0

, , ·    35
·zz

e

K b a I b Na
P b a N N

I b Na K b aσ
=

The Fourier transform of the magnetic field ( )r a> , is given by

with ( ) ( ) ( )0 1 1,
e

B r b aI b a K b r ibθ µ=
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An electric dipole can be assumed to be formed by two-point charges 
(±q) located at the ends of a short rod of length pd

q
= , where p is the 

electric dipole moment. An electric dipole, whether it is a localized current 
or possesses an intrinsic moment, experiences the action of an external 
magnetic field, which tends to move and orient it. The dipole experiences a 
force and a moment of a force and has a certain potential energy.

It is possible to derive the expressions for the force and torque on the dipole 
from the Lorentz force. For the case of a constant momentum dipole, it 
can be transformed into a more manageable expression. If, in addition, 
the dipole is not submerged in a current distribution, as is the case of a 
neurotransmitter released in the synaptic cleft, the force can be expressed 
as

( ) ( ) ( ) ( )z z z
z ze e

pF r,b q·v ·B r,b ·v ·B r,b     41
d

= =

where vz is the speed in the z axis.

Let us suppose an electric dipole initially at rest in a vertical, uniform 
and variable (for example, linearly increasing in time) magnetic field. The 
movement of the dipole depends on the configuration of the field, not the 
magnetic one, since it remains constant, but the induced electric one, and, 
consequently, the electric potential (Ve ) that generates the field.

Although the magnetic field is not conservative, the electromagnetic field as 
a whole is conservative. Thus, if we apply the principle of conservation of 
energy for a dipole in a region of potential Ve, the potential energy e

p·V
q  is 

transformed into kinetic energy

( )
e

2 e
z e z

p2 V2qV1 dmv qV        v      42    
2 m m

= ⇒ = =

where m is the dipole mass. From Equations (41) and (42) we obtain

( ) ( ) ( )
e

z z
e e

p2 Vp dF r,b · ·B r,b   43
d m

=

This is the key point of this paper. Our analysis provides a local mechanism 
for generating local magnetic field lines patterns described by a generalized 
conductivity tensor with off diagonal components that were previously 
thought to exist on only a much large scale. It is the reason we claim that 
an exogenous electromagnetic field can produce a biological effect in living 
tissues.

Time varying electric fields are not associated with charges, but with 
temporary variations in the flux of the magnetic field. For induced electric 
fields, due to the variation of the magnetic flux, the induced electromotive 
force (emf) is non-zero. Therefore, one can speak of induced emf for a 
given path without the need for it to coincide with a physical circuit.

The magnetic field is applied in such a way that magnetic field acts along 
the positive direction of z-axis. According to coordinate geometry, x-axis, 
y-axis and z-axis are perpendicular to each other. Thus, the current carrying 
path is perpendicular to the path along which the magnetic field is acting. 
Analytic expressions for the induced magnetic flux are described in the 
Appendix.

Appendix
We can assume the extracellular domain of the transmembrane protein as a 
hemisphere. In this way we can calculate the flux of a unitary magnetic field 
whose direction in Cartesian components is (z,x,0) towards the outside of 
the quadrant of the sphere x2+y2+z2=r2, x≥0, z≥0 see (Figure 4).

Figure 4. Visualization of a hemisphere of radius r, to describe the force-
free magnetic field B, considering a new Cartesian coordinate system (x,y,z) 
centered on some point O.

L1 and L2 semicircumferences

S1 and S2 semicircles

S dial quadrant

0,  dw w dγ= =
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Let's find γ as simple as possible, for example,

( ) ( ) ( ), ,a z dx b z dy c x y dzγ = + +

Comparing (A1) and (A2): ( ) ( ) ;  c cb z z a z x
y x
∂

=′ ′∂
− − + =

∂ ∂

We can do a=0,c=c (x)

( ) ( ) ,   ,b z z c x x′ = − = −′

from where: ( ) ( )
2 2

 ,  
2 2
z xb z c x= − = −

That is to say: ( )2 21
2

z dy x dzγ = − + , is a primitive of w the most general 

will be of the form γ+δ, with dδ=0.

Applying Gauss's theorem: 

With V quadrant of ball of radius r and ∂V=S+S1+S2. Result

Variable change: 

[ ] ( )
30 02 3

0

2     A3
3 3

r rd sin d cos r
ππ

ρ ρ θ θ θ= − = =∫ ∫

We could also calculate the magnetic flux by applying the Stokes Theorem 
(classical)

It has

Variable change: ·
  ,   

·
y r cos

dy rsin d
z r sin

θ
θ θ

θ
=

= − =

( )
3 3 3

2 2 3

0 0
0

1 ·
2 2 2 3

r r cosr sin rsin d sin d cos
π

π π θθ θ θ θ θ θ
 

= − − = = − + 
 

∫ ∫
3

34 2·
2 3 3
r r= =

Thus, the flux of a non-unitary magnetic field of magnitude B created by a 
cell membrane protein (acting as a transformer-amplifier), will be

( )32·      A4
3B B r∅ =

Where r is the radius of the sphere that approximates the shape of the 
transmembrane protein.

The induced electric field  BE


is tangent to this path, and because of the 
cylindrical symmetry of the system, its magnitude is constant on the path. 
Hence, we have

Discussion and Conclusion
Given the existence of off diagonal terms in the synaptic cleft conductivity 
tensor, then this paper proves that an exogenous electromagnetic field 
can induce a magnetic field in the synaptic cleft, and so the possibility to 
modify the neurotransmitter dynamics. The obvious question is whether 
such conductivity tensor occur in nature? Whether this possibility can be 
exploited experimentally remains to be seen.

The averaged field theory makes it possible to specify the relationship 
between the state variables used in the model and the peculiarities of 
structure and function of brain tissue. Expressing the fields and parameters 
at the microscopic scale as a function of the morphological properties and 
the tissue bioelectric and physicochemical parameters.

In our model, the anisotropy of the tissues and their non-uniformity make 
the use of concepts and methods of tensor analysis essential. Riemann's 
geometries allow translating certain electrophysiological problems into 
a convenient geometric language, introducing metrics defined from the 
emerging microscopic scale tensor conductivity fields already associated 
with intracellular, interstitial, active bioelectric, and passive bioelectric 
continuums. As a consequence, these types of models play an important 
role in electrophysiology, especially in relation to quantifying the effect 
of exogenous electromagnetic fields on specific parts of brain tissue, in 
particular in its effect on synaptic transmission.
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