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Introduction
Due to the unprecedented increase in data volume and quality, machine 

learning and knowledge extraction methods have been in high demand. However, 
given that a significant amount of information and knowledge is contained within 
the non-ordinal realm of data, difficulties arise amid the growing complexity of 
the data. Researchers came up with a lot of machine learning and knowledge 
extraction strategies to deal with various domain-specific issues. To portray and 
extricate data from non-ordinal information, every one of the created strategies 
highlighted the subject of Data Hypothesis, laid out following Shannon's 
milestone paper in 1948. This article audits ongoing advancements in entropic 
measurements, including assessment of Shannon's entropy and its functionals 
(like common data and Kullback-Leibler dissimilarity), ideas of entropic premise, 
summed up Shannon's entropy (and its functionals) and their assessments and 
expected applications in AI and information extraction. With the knowledge of the 
most recent developments in entropic statistics, researchers can improve the 
performance of existing machine learning and knowledge extraction techniques 
or create new strategies to address upcoming domain-specific challenges.

Description
A collection of statistical techniques known as entropic statistics uses 

Shannon's entropy and its generalized functionals to describe data from non-
ordinal spaces. Statistics involving Shannon's entropy (entropy) and mutual 
information, Kullback–Leibler divergence, entropic basis and diversity index 
and generalized Shannon's entropy (GSE) and Generalized Mutual Information 
(GMI) are examples of such procedures. Information theory and statistics meet in 
the field of entropic statistics. Entropic measurements amounts are additionally 
alluded as data hypothetical amounts. There are two general information types 
ordinal and non-ordinal (ostensible). Data that have an inherent numerical scale 
are called ordinal data. For instance, a set of ordinal daily high temperatures. 
Random variables, which map outcomes from sample space to real numbers, 
are used to generate ordinal data. Classical concepts like moments (mean, 
variance, covariance, etc.) for ordinal data and characteristics functions are 
potent inducers of a variety of statistical techniques, including but not limited to 
ANOVA and regression analysis [1].

Non-ordinal information are information without an innate mathematical 
scale. A set of data, for instance, without an inherent numerical scale is a subset 
of the names of human genes. Random elements (which map outcomes from 
sample space to alphabet) are used to generate non-ordinal data. The definition 
of random variable does not define the concept because there is no inherent 
numerical scale. As a result, ordinal scale-related statistical concepts like mean, 
variance, covariance and characteristic functions no longer exist. Consider, for 
instance, the aforementioned data on the names of human genes; What is the 
data's mean or variance? In practice, researchers must measure the level of 

dependence in non-ordinal joint space between gene types and genetic phenotype 
in order to study the functionalities of the gene, but such questions cannot be 
answered because the concepts of mean and variance do not exist. Ordinal data 
would make use of covariance and the methods it generates. However, in such 
non-ordinal space, the idea of covariance no longer applies. Moreover, all deep 
rooted factual strategies that require ordinal scale (e.g., relapse and ANOVA) 
can't be straightforwardly applied any longer [2].

There are a number of different names for non-ordinal data, including 
nominal data, qualitative data and categorical data. Combining ordinal and 
non-ordinal data in a dataset is common. On such a dataset, coded (dummy) 
variables are frequently used. Dummy variables, on the other hand, are the same 
as separating the mixed dataset according to the classes in non-ordinal variables 
to create multiple purely ordinal subsets and then applying ordinal methods, such 
as regression analysis, one at a time, to the induced subsets. Tragically, this 
approach at times could be unfeasible as a result of the scourge of dimensionality, 
especially when there are such a large number of all out factors or when some 
straight out factor has such a large number of classifications (classes). Data from 
non-ordinal space can be effectively characterized using entropic statistics. In 
the mean time, it is fundamental to understand that non-ordinal data is innately 
challenging to recognize because of its non-ordinal and stage invariant nature. 
The purpose of this survey article is to provide an in-depth analysis of the most 
recent developments in entropic statistics, including the estimation of traditional 
entropic concepts, newly developed entropic statistics quantities and their 
potential applications in machine learning and knowledge extraction [3].

This article begins by outlining the difficulties presented by non-ordinal data 
and then introduces the idea of entropic statistics. The estimation for traditional 
entropic quantities is then reviewed in this article. These exemplary entropic 
ideas, including Shannon's entropy, MI and KL, are generally utilized in laid 
out AI and information extraction strategies. The overwhelming majority of the 
laid out strategies use module assessment, which is calculation proficient yet 
with a huge inclination. By adopting a different estimation method or adding 
theoretical guarantee to the existing methods, the surveyed various estimation 
methods would assist researchers in potentially improving their performance. The 
estimation and applications of recently developed entropic statistics concepts are 
also reviewed. Non-ordinal information can be characterized in new ways thanks 
to these new ideas, which not only give researchers a fresh perspective on how 
to estimate existing quantities but also support additional aspects [4].

With their induced entropic basis and entropic moments, the generalized 
Simpson's diversity indices, in particular, have significant theoretical and practical 
potential to either modify existing machine learning and knowledge extraction 
techniques or develop new ones that take into account difficulties specific to a 
particular domain. Further, this article gives a few instances of how to apply the 
overviewed results to a portion of the current strategies, including an irregular 
woods model, fourteen component determination techniques and a catchphrase 
extraction model. It is important to note that the survey's objective is not to assert 
that some estimation methods are superior to others, but rather to provide a 
comprehensive list of recent advancements in entropic statistics research. In 
particular, albeit an assessor with a quicker rotting predisposition appears to be 
hypothetically liked, it has a more drawn out computation time even with the 
helpful R capabilities, especially when various layers of folding blade (bootstrap) 
are involved. The preference for estimation varies from case to case—some 
individuals may prefer an estimator with a smaller bias, while others may require 
a compromise between the two [5].

Conclusion
In conclusion, the article focuses on non-parametric estimation, whereas 
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parametric estimation is more effective when the chosen model corresponds to 
the reality of the domain. In conclusion, one should always determine whether a 
new estimation method meets the requirements.

Acknowledgement
None.

Conflict of Interest
No conflict of interest.

References
1.	 Hu, Qiaobo, Yanlong Li, Xiaofeng Sun and Mingtao Chen, et al. "Integrating test 

device and method for creep failure and ultrasonic response of methane hydrate-
bearing sediments." Rev Sci Instrum 94 (2023). 

2.	 Prem, Kiesha, Yang Liu, Timothy W. Russell and Adam J. Kucharski, et al. "The 
effect of control strategies to reduce social mixing on outcomes of the COVID-19 
epidemic in Wuhan, China: A modelling study." Lancet Public Health 5 (2020): 
e261-e270. 

3.	 Hou, Can, Jiaxin Chen, Yaqing Zhou and Lei Hua, et al. "The effectiveness of 
quarantine of Wuhan city against the Corona Virus Disease 2019 (COVID‐19): A 
well‐mixed SEIR model analysis." J Med Virol 92 (2020): 841-848. 

4.	 Marzouk, Mohamed, Nehal Elshaboury, Amr Abdel-Latif and Shimaa Azab, et al. 
"Deep learning model for forecasting COVID-19 outbreak in Egypt." Process Saf 
Environ Prot 153 (2021): 363-375. 

5.	 Verma, Hanuman, Saurav Mandal and Akshansh Gupta. "Temporal deep learning 
architecture for prediction of COVID-19 cases in India." Expert Syst Appl 195 
(2022): 116611. 

How to cite this article: Jannesari, Mohsen. “Statistics Entropic: In the Fields 
of Knowledge Extraction and Machine Learning, the Concept, Estimation and 
Application.” J Generalized Lie Theory App 17 (2023): 389.

https://pubs.aip.org/aip/rsi/article-abstract/94/2/025105/2869646/Integrating-test-device-and-method-for-creep?redirectedFrom=fulltext
https://pubs.aip.org/aip/rsi/article-abstract/94/2/025105/2869646/Integrating-test-device-and-method-for-creep?redirectedFrom=fulltext
https://pubs.aip.org/aip/rsi/article-abstract/94/2/025105/2869646/Integrating-test-device-and-method-for-creep?redirectedFrom=fulltext
https://www.thelancet.com/journals/lanpub/article/PIIS2468-2667(20)30073-6/fulltext
https://www.thelancet.com/journals/lanpub/article/PIIS2468-2667(20)30073-6/fulltext
https://www.thelancet.com/journals/lanpub/article/PIIS2468-2667(20)30073-6/fulltext
https://onlinelibrary.wiley.com/doi/full/10.1002/jmv.25827
https://onlinelibrary.wiley.com/doi/full/10.1002/jmv.25827
https://onlinelibrary.wiley.com/doi/full/10.1002/jmv.25827
https://www.sciencedirect.com/science/article/pii/S0957582021004055
https://www.sciencedirect.com/science/article/pii/S0957417422001038
https://www.sciencedirect.com/science/article/pii/S0957417422001038

