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Introduction 

In the field of computer vision, semantic image segmentation, or assigning 
labels to each pixel, has received a lot of attention. Its primary applications 
include medical imaging, self-driving cars, satellite image segmentation and 
point cloud scene segmentation. Because of the rapid development of smart 
technologies, the use of Unmanned Aerial Vehicles (UAVs), also known as 
drones, has grown significantly. UAVs can take photos even in remote areas 
where humans would struggle. Aerial images captured by UAV devices contain 
a wealth of information that can be used for a variety of tasks, including traffic 
density estimation, building extraction and flood monitoring.

The dense prediction of objects in street scene images at the pixel level 
is useful for land use monitoring. Convolution-based architectures are widely 
used in computer vision for segmentation. The majority of segmentation models 
use an FCN-based encoder network and various decoder architectures. 
The FCN-based encoder backbone, on the other hand, produces coarse 
predictions and the receptive field becomes constant after a certain threshold 
limit. Convolutional Neural Networks (CNNs) maintain local context properly 
but fail to capture global contexts due to local receptive fields. Constructed 
a segmentation dataset and designed a segmentation model for UAV scene 
segmentation, which yielded satisfactory results for UAV image segmentation. 
For UAV urban scene segmentation, Long Short-Term Memory (LSTM) or 
optical flow modules were used.

Description

UAV images typically have very complex backgrounds with many variations 
in object appearance and scale, which makes semantic segmentation difficult. 
Even though existing segmentation frameworks, including those specifically 
designed for UAV scene segmentation, produce satisfactory results, their 
feature extractor struggles to capture the inherent features of aerial images. 
Segmenting minority classes, particularly small objects such as humans, which 
have the fewest pixels in the entire image, becomes difficult. This research 
aims to achieve precise semantic segmentation of UAV street scene images 
[1-3]. Inspired by the transformer-based design paradigms for computer vision 
tasks, an encoder-decoder framework is proposed to address such issues in 
this work. It includes a self-attention-based encoder network that captures 
long-distance information in UAV images by maintaining global receptive 
fields. This enables the network to keep global contextual details.

To model low-level contextual details while taking advantage of CNNs' 
advantage in capturing local information, a convolution-based element, 

namely the Token Spatial Information Fusion (TSIF) module, is introduced in 
the encoder network. Capturing local context information allows the network to 
maintain the proper shape and size of the segmented objects. The powerful 
self-attention-based encoder network's output is semantically very rich, with 
both global and local contextual details. For final pixel-level predictions, a 
decoder network is proposed that processes the encoder network's output 
information. Frameworks based on transformers have transformed the entire 
field of Natural Language Processing (NLP). With its enormous success in 
NLP, researchers have begun to investigate its application for computer vision 
tasks. The first work in this direction was Vision Transformer (ViT), which used 
a fully transformer-based design for image classification. Following that, many 
researchers worked to improve classification accuracy [4,5]. DeiT implemented 
a teacher-student framework to facilitate network learning.

Conclusion

For UAV images, we used an encoder-decoder framework that captures 
the inherent features in the global and local context. Because the self-attention-
based encoder network captures long-range information, the global context of 
two similar objects in the image is well preserved. The convolution-based TSIF 
module in the network fuses local contextual details. This allows the network to 
segment neighbouring pixels while maintaining the objects' proper shape and 
size. For final pixel-level predictions, the decoder network employs semantically 
rich feature representations from the encoder network. It generates smooth 
segmentation between two classes with well-preserved boundary information. 
For the sensitivity test, we conducted a series of ablation studies.
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