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Abstract
Osteoarthritis (OA) is the most common reason of disability among the ageing population. The awareness of machine learning as a tool in medicine is growing rapidly and has provided new avenues for research into a number of diseases and infections. Creating better predictive models for these diseases could provide opportunities for better care, which we have applied to osteoarthritis, a degenerative disease that affects a large number of both gender in older population. A number of studies have been undertaken in order to understand the prediction of Osteoarthritis risks using data mining techniques. Hence, this study is focused at using two different types of data mining techniques to predict Osteoarthritis risks in Nigerian patients using the Naïve Bayes’ and the K nearest neighbor algorithms. The performances of these two classification techniques were evaluated in order to determine the most efficient and effective model. To achieve this, a dataset containing patients who have participated in an osteoarthritis treatment program was used and analyzed. The Naïve Bayes’ showed a higher accuracy with lower error rates compared to that of the KNN method while the evaluation criteria proved the Naïve Bayes’ to be a more effective and efficient classification techniques for the prediction of Osteoarthritis risks among patients of the study location. Our results shows that it is possible to predict an efficient and effective classifier for Osteoarthritis risks.
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Introduction
Osteoarthritis (OA) is a deteriorating sickness that usually affects the human knee joints. OA is the most common form of arthritis and one of the leading causes of disability globally, affecting 3.8% of the global population [3]. It causes painful joint locking. This breakdown usually affects the daily functional activities of an affected individual. This type of health breakdown challenge frequently happens to middle-aged and elderly person due to breakdown of cartilage. It is one of the leading causes of disability among the elderly people [5]. It was estimated that more than 27 million Americans have this condition, which primarily affects people who are 60 years of age or older. Osteoarthritis often times involves the joints that bear most of the body weight (weight-bearing joints), such as the knees or hips. In many cases, only one joint aches. OA can also occur in any other joint, such as the middle and lower spine or the joints in the hands and fingers. [3]. It has been estimated by the Center for Disease Control that nearly 1 in every 2 people develop symptoms of OA of the knee by age 85. The symptoms may vary from person to person. In most people, the joint damage occurs gradually over many years, and as it does, the pain usually increases. At times, the pain may progress rapidly. In some people, OA is relatively mild and does not interfere much with daily life. Others may experience significant pain and disability. It ranks as the fifth highest cause of years lost to disability in the whole population in high-income countries, and the ninth highest cause in low- and middle-income countries [10]. It accounts for 50% of the entire musculoskeletal disease burden, and thus is considered the highest-burden condition within the musculoskeletal group of diseases, which also includes rheumatoid arthritis and osteoporosis. Radiographic evidence of knee osteoarthritis is present in approximately 30% of men and women over the age of 65.2 Worldwide estimates are that 9.6% of men and 18.0% of women over the age of 60 years have symptomatic osteoarthritis. Approximately 80% of those with OA will have limitations in movement, and 25% cannot perform their major activities of daily life [11].

The various ways of early detecting of Osteoarthritis is by identifying the risk factors and guiding against those ones that can be guided. Some of the factors that increases the risk of Osteoarthritis are, older age; because this disease increases with age, sex; women are more likely to develop osteoarthritis according to [11] Obesity, joint pains and joint injuries, repeated stress on the joint, Genetics, bone deformities, certain metabolic diseases etc. [12]. Osteoarthritis conditions can usually be managed, although the damage to joints can’t be reversed. Staying active, maintaining a healthy weight and some treatments might slow progression of the disease and help improve pain and joint function. Osteoarthritis symptoms often develop slowly and worsen over time. Signs and symptoms of osteoarthritis are, Pains: affected joints might hurt during or after movement. Stiffness; Joint stiffness might be most noticeable upon awakening or after being inactive. Tenderness, loss of flexibility, Grating sensation, Bone spurs, swelling, etc. [12].

Data mining can be a useful tool in the health sector and healthcare. Organizations that perform data mining are better positioned to meet their long-term needs. Data can be a great advantage to healthcare organizations, but they have to be first changed into information. Predicting the outcome of a disease is one of the most interesting and challenging tasks in which to develop data mining applications. Classification is a data mining technique used to predict group membership for data instances [2]. This study aims at using data mining techniques to classify Osteoarthritis risks using datasets of patients’ information from Federal teaching hospital, Ido-Ekiti, Ekiti State, which contains the risk factors of Osteoarthritis and Osteoarthritis classes (yes...
and no). Naïve Bayes' and KNN classification of Osteoarthritis was performed using the WEKA software.

Related Works

A number of papers have been documented and published on the use of data mining techniques in the classification of Osteoarthritis risks. Some of such works are reviewed in the following paragraphs.

[8] presented a paper titled Identification of knee Osteoarthritis based on Bayesian Network: Pilot study. The aim of the paper was to propose a Bayesian network (BN)-based classification model to classify people with knee OA. A total of 249 elderly people between ages 60 and 80 years living in the Konggiang community were recruited for the research work. 157 patients were later adopted for the osteoarthritis research work after the data preprocessing. The results after the evaluation shows that their proposed model gave a higher result than the existing models been used. A method was used in the study.

[10] worked on Predicting and Analyzing Osteoarthritis Patient Outcomes with Machine Learning. The aim of their work was to answer two questions. The questions are; “Is it possible to predict Osteoarthritis patient outcomes?” and “What factors contribute to the Osteoarthritis patient outcome?” In their work, construction and evaluation of machine learning models was done. The dataset containing 75,366 patients who have participated in an osteoarthritis treatment program was used and analyzed. The selection of models used in the work included neural networks, logistic regression and gradient boosting machines among others in order to capture the performance of several types of machine learning models. Their results show that it is possible to predict patient outcomes on a test set with 60% accuracy. Future enhancement of the work will require the improvisation of algorithm to improve classification rate to achieve greater accuracy.

[1] worked on Magnitude of knee osteoarthritis and associated risk factors among adult patients presented in a family practice clinic in Nigeria. The study used a semi-structured questionnaire to interview Four-hundred (400) respondents. Knee osteoarthritis was diagnosed clinically using the American College of Rheumatology (ACR) criteria. The Four-hundred patients were aged 18 years and above. Only those who gave their informed consent were included, while those who were too ill to participate in the study were excluded. Descriptive statistics were employed for the socio-demographic, lifestyle, and self-reported health status of the respondents. Chi-square statistics was used to assess the association between categorical variables. The P-value of significance was set at < 0.05. Logistic regression was used to explore the relationship between the socio-demographic, lifestyle and other risk factors associated with knee OA. The result shows that, the point prevalence of knee osteoarthritis was 11.5%. Increasing age, female gender, marital status, low educational status, financial dependency, poor income, obesity, previous knee injury, epigastric pain, peptic ulcer disease, varus deformity of the knee, and poor health status were significantly associated with knee osteoarthritis. Data mining technique was not used for classification in the study.

[9] presented a paper titled“ Prediction model for knee osteoarthritis based on genetic and clinical information”. The aim of the paper was that, the current association studies have revealed the hereditary factors behind OA, with its susceptibility inherent factors. This will enable the researchers to predict disease occurrence based on genotype knowledge. The method used was that the genotyped risk alleles of the three susceptibility genes were statistically analyzed with their effects. They later constructed prediction models by using the logistic regression analysis. The result of this work shows that Individuals with five or six risk alleles showed significantly higher susceptibility when compared with those with zero or one risk alleles.

Data Mining Techniques

Data mining is the process of extracting patterns from data; these patterns may be discovered depending on the data mining tasks that are applied on the dataset. The two types of data mining tasks are: descriptive and predictive data mining task. The descriptive data mining task help to understand the characteristic properties of dataset and predictive data mining tasks are used to perform predictions based on available dataset. Predictive data mining is the chosen data mining task for this study. According to data mining applications can used for different parameters to examine data which includes; association (patterns that define the relationship between data), sequence/pattern analysis (patterns where one event leads to another), classification (identification of new patterns with predefined targets) and clustering (grouping of identical of smaller objects). The basic steps include:

- Problem definition is the definition of the goals and objectives and the identification of tools to
- be used to build the defined model.
- Data exploration is the recommendation for useful dataset if the existing dataset does not
- meet the required need for analysis.
- Data preparation is the process of cleaning and transforming data to remove missing and
- invalid data and validation of data for robust analysis.
- Modeling is based on the desired outcomes and data. This involves the use of data mining
- algorithms (for this study: naïve bayes, decision trees and multi-layer perceptron) in meeting
- the necessary objectives-which for the purpose of this study is classification.
- Evaluation and deployment is the analysis and interpretation of the results of analysis to create
- recommendations for consideration.

Methods

So as to classify the Osteoarthritis data collected form Federal Medical Center (FMC) Ido, with the aim of achieving high accuracy and precision; two supervised learning algorithms i.e., Naïve Bayes’ are K-Nearest Neighbor (KNN) were used. The data preprocessing was performed in order to remove inconsistent data and the data converted into a format that is useful in the simulation environment. WEKA data mining software was the environment used for simulating the Osteoarthritis risk prediction model; which is an open-source data mining software used for academic purposes.
Training dataset description

Following the identification of the risk factors of Osteoarthritis from the review of literature and expert medical physicians, the case files of patients were used to collect information about the distribution of the risk factors of OA patients coming for treatment at the Federal medical Center Ido Ekiti, ekiti State, in the southwestern Nigeria. The datasets collected from the patients records contains 102 instances with 15 attributes. The class distribution is framed as Yes or No. Hence there are 14 independent variables and 1 dependent variable. The nominal values are set for the independent variables and the dependent variable. A description of the attributes contained in the dataset is presented in Table 1: below. Gender is either male or female, Age; the ages of the patients included in the study ranges from twenty one (21) years to eighty five years (85), Family History is either yes or no, Hip ratio depends on the size of the hips of the patient, BMI is the Body Mass Index (BMI) which is the weight of the patient, it is Abnormal for the obsessed patients, Hypertensive Heart Disease (HHD) is whether the patient is having high blood pressure or not, to just mention a few. The non-modifiable factors are the first seven variables while the modifiable variables are the next seven variables in the table. The Osteoarthritis is the last variable.

A, Naïve Bayes’ (NB) Classification

Naive Bayes’ Classifier is a probabilistic model that depends on Baye’s theorem. It is known as a statistical classifier. It is one of the habitually used methods for supervised learning. It provides a capable way of dealing with any number of attributes or classes which is purely based on probabilistic theory. Bayesian classification provides practical learning algorithms and prior knowledge on observed data. Let \( X_{ij} \) be a dataset sample containing records (or instances) of \( i \) number of risks factors (attributes/features) alongside their respective Osteoarthritis, \( C \) (target class) collected for \( j \) number of records/patients and \( H_k = \{H_1 = \text{Yes}, H_2 = \text{No}\} \) be a hypothesis that \( X_{ij} \) belongs to class \( C \). For the classification of the diagnosis of (OA) given the values of the risk factor of the \( j \)th record, Naïve Bayes’ classification required the determination of the following Rupali Patil (2014)

\[
P(H_k | X_{ij}) = \frac{P(H_k) P(X_{ij} | H_k)}{P(X_{ij})} \quad \text{for} \quad k = 1, 2, \ldots, \text{class}
\]

\[
\max [P(H_1 | X_{ij}), P(H_2 | X_{ij})]
\]

K-Nearest Neighbor (KNN)

This can be described as learning by similarity, it is learnt by comparing a specific test tuple with a set of training tuples that are similar to it. It is classified based on the class of their closest neighbors, most times, more than one neighbor is taken into consideration hence, the name K-Nearest Neighbour (K-NN), the “k” indicates the number of neighbors taken into account in determining the class [6]. In this paper work, our data tuples are restricted to a patients with OA symptoms. The Euclidean distance between a training tuple and a test tuple can be derived as follows:

let \( p_{(i)} \) be an input turple with \( p \) features of OA \( (p_{11}, p_{12}, \ldots, p_{1p}) \)

let \( n \) be the total number of input tuples of OA \( (i=1,2,\ldots,n) \)

let \( k \) be the total number of features of OA \( (j=1,2,\ldots,k) \)

The euclidean distance between turple \( p_{i} \) and \( p_{t} \) \( (t=1,2,\ldots,n) \) can be defined as:

\[
\text{The euclidean distance between two tuples for instances are}
\]

\[
d(p_{i}, p_{j}) = \sqrt{(p_{i1} - p_{j1})^2 + (p_{i2} - p_{j2})^2 + \cdots + (p_{ik} - p_{jk})^2}
\]

\[
\text{Equation (3) is applicable to numeric attribute of OA, in which we take the difference between each corresponding values of attributes tuple P1 and P2, square the result and add them together to get the square root of the accumulated result ,this gives us the distance between the two points P1 and P2 . From equation (4), diagnosis of the input instance is based on the closest n neighbour}
\]

In order to evaluate the performance of the supervised machine learning algorithms used for the risk factor classification of the OA, there was the need to plot the results of the classification on a confusion matrix (Figure 2). The four parameters used to formulate the metrics are as follows:

- True positives (TP) are correctly classified Yes cases;
• False positives (FP) are incorrectly classified No cases;
• True negatives (TN) are correctly classified No cases; and
• False negatives (FN) are incorrectly classified Yes cases

The true positive/negative and false positive/negative values recorded from the confusion matrix can then be used to evaluate the performance of the prediction model. A description of the definition and expressions of the metrics are presented as follows:

(a) True Positive (TP) rates (sensitivity/recall) – proportion of positive cases correctly classified.

\[
TP_{\text{Yes}} = \frac{TP}{(TP+FN)} \tag{5}
\]

\[
TP_{\text{No}} = \frac{TN}{(FP+TN)} \tag{6}
\]

(b) False Positive (FP) rates (1-specificity/false alarms) – proportion of negative cases incorrectly classified as positives.

\[
FP_{\text{Yes}} = \frac{FP}{(FP+TN)} \tag{7}
\]

\[
FP_{\text{No}} = \frac{FN}{(TP+FN)} \tag{8}
\]

Precision – proportion of predicted positive/negative cases that are correct.

\[
\text{Precision}_{\text{Yes}} = \frac{TP}{(TP+FN)} \tag{9}
\]

\[
\text{Precision}_{\text{No}} = \frac{TN}{(TN+FP)} \tag{10}
\]

Accuracy – proportion of the total predictions that was correct.

Results and Discussion

The results of the data mining process for the prediction of Osteoarthritis risk using NB classifier and KNN technique as discussed above was implemented using the WEKA software data mining tool. The 102 datasets that were collected from FMC, Ido in Ekiti State were divided into 70% for training sets and 30% for testing sets. The two techniques were used to evaluate the models using the testing data. From the results on Table 2 of the analysis made on the dataset using Naïve Bayes', It shows that Naïve Bayes' recorded the highest correctly classification of 81 instances and 21 incorrectly classified instances with accuracy of 93.14% while KNN recorded the least performance of 88.24% with the correctly and incorrectly classified instances respectively. From the Confusion matrix, the True Positive (TP) rate/recall which is the percentage of the actual number of positive that were classified as positive cases has an average of 93.14% and 88.24% for the naïve bayes' and KNN respectively. The False Positive (FP) rate which is the percentage actual number of positive cases that were missclassified also called false alarm has an average of 2.5% and 4.0% for the naïve bayes' and KNN respectively.

Conclusion

In this study two different data mining classification techniques was used for the prediction of Osteoarthritis risk in adult population and their performances was compared in order to evaluate the best classifier. Experimental results shows that the Naïve Baye's classifier is a better model for the prediction of Osteoarthritis risks for the value of accuracy, recall, precision and error rates recorded for both models. Hence, an efficient and effective classifier for Osteoarthritis risks has been identified while the number of attributes covered by the classifier can be increased by increasing the sample size of the training set and hence the development of a more accurate model.
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