Abstract:
Osteoarthritis (OA) is the most common reason of disability among the ageing population. The awareness of machine learning as a tool in medicine is growing rapidly and has provided new avenues for research into a number of diseases and infections. Creating better predictive models for these diseases could provide opportunities for better care, which we have applied to osteoarthritis, a degenerative disease that affects a large number of both gender in older population. A number of studies have been undertaken in order to understand the prediction of Osteoarthritis risks using data mining techniques. Hence, this study is focused at using two different types of data mining techniques to predict Osteoarthritis risks in Nigerian patients using the Naïve Bayes’ and the K nearest neighbor algorithms. The performances of these two classification techniques was evaluated in order to determine the most efficient and effective model. To achieve this, a dataset containing patients who have participated in an osteoarthritis treatment program was used and analyzed. The Naïve Bayes’ showed a higher accuracy with lower error rates compared to that of the KNN method while the evaluation criteria proved the Naïve Bayes’ to be a more effective and efficient classification techniques for the prediction of Osteoarthritis risks among patients of the study location. Our results shows that it is possible to predict an efficient and effective classifier for Osteoarthritis risks.
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