Relationship between Inflation and Monetary Indicators of Mongolia

Ulziideleg T*
Supervision Department, Bank of Mongolia (the Central Bank), Ulaanbaatar, Mongolia

Abstract
Including quarterly data from 1994-2004, and based on the classical theory of money policy and several empirical research, we have modelled the econometric model that indicate the relationship between money supply, exchange rate and inflation via CPI in the case of Mongolia. A series of tests have been done regarding to the true model. A positive finding is that the money supply and exchange rate have highly effects on inflation. This result may be developed in further study for the inflation targeting policy in Mongolia.
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Introduction
Every day, the world concerns about inflation. Many controversies were raised in order to solve for the issues of inflation such as causes of inflation, whether the inflation has negative or positive effects on economy, and how the government can control it though monetary polices etc. Mongolia has undergone dramatic changes during its transition to a market economy, with fundamental restructuring in both the real economy and the financial sector. The policy of Mongolia’s monetary authorities has been to keep the growth rate of the money supply stable while dealing with these transition-specific challenges as they occur. In addition, because of Mongolia’s climate, which is characterized by extremes of temperature, the Mongolian economy is highly seasonal, and the authorities have occasionally intervened in the foreign exchange market to avoid excessive exchange rate fluctuations stemming from large, weather-related swings in exports and imports. Such a pragmatic approach to monetary policy has been necessary in many transition economies. Therefore, in order to analyse the role of policies during the translation the study will examine the relationship between the monetary policies-though monetary indicators, and the inflation by the establishment of inflation model.

Literature Review
When one turns to a discussion of the causes of inflation in developing countries one finds that the literature contains two major competing hypotheses which attempt to explain the phenomenon. First, there is the monetarist model, which sees inflation as a monetary phenomenon, the control of which requires a control of the money supply as a necessary and sufficient condition such that it grows at a rate consistent with the growth of demand for money with stable prices. The monetarist model is predicated upon the existence of a stable demand for money. An existence of stable demand for money in Mongolia itself might be a disputable proposition due to the numerous deep structural changes, which are underway within Mongolian economy since 1990.
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is always 0.99. That shows the linear relation between monetary growth and inflation. By the research in Gan-Ochir considered monetary factors that influence inflation. Consequently, he has established the relationship between the monetary aggregates and did prediction of inflation rate in the next years. Other research by Bathuikkh also set up the dynamic model to forecast the change in inflation rate based on monetary growth.

In addition, exchange rate is also considered as one of factors affects inflation. Basically, the exchange rate measures the price of one currency in term of others. In the very short term, it is the only variable explaining inflation directly or in other words, if the exchange rate changes, businesses immediately react by adjusting domestic prices. Torsten found that the exchange rate has a significant effect on inflation during all time periods examined in Mongolia [4]. The country’s experiences seasonal movements in the exchange rate, which, if left unsmoothed, could have undesirable effects on inflation. An another research done by Siliverstovs and Bilan in Ukraine also shows that there is a close link between exchange rate development and inflation [5]. In fact, in all cases, reduction of inflation was due to lower import prices. The credibility the Bank of Mauritius has recently established with its ‘inflation targeting lite’ regime has allowed it to shift from an emphasis on exchange rate targeting towards inflation targeting.

This paper will develop a macro finance model for the inflation case, allowing the investigation of Mongolia experience with inflation targeting as described. By estimating a model in which the yield curve is modelled explicitly we are able to obtain estimates of inflation expectations [6,7].

Methodology

In this study, in order to analyse the phenomenon of inflation in case of Mongolia, firstly, we will do the secondary research to develop our theory that is a base for building the model. The method of Ordinary Least Square (OLS) is employed basing on the statistics and data from the IMF to estimate our built model.

Data used in this study are quarterly spanning 1995-2004 (including 40 data points or observations) that sourced from IMF. We start with the year 1995 as it was marked by relative stabilization of prices. The credibility the Bank of Mauritius has recently established with its ‘inflation targeting lite’ regime has allowed it to shift from an emphasis on exchange rate targeting towards inflation targeting.

With the new model, we run the regression and a result given in the Appendix 2

\[
\text{CPI} = \gamma_0 + \gamma_1 \ln(M1) + \gamma_2 \ln(M2) + \gamma_3 \ln(Ex) + u_i
\]

With the new model, we run the regression and a result given in the Appendix 2

<table>
<thead>
<tr>
<th>LNM2</th>
<th>LNM1</th>
<th>LNEX</th>
<th>CPI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.97</td>
<td>0.82</td>
<td>0.92</td>
</tr>
<tr>
<td>0.97</td>
<td>1</td>
<td>0.9</td>
<td>0.96</td>
</tr>
<tr>
<td>0.82</td>
<td>0.9</td>
<td>1</td>
<td>0.96</td>
</tr>
<tr>
<td>0.92</td>
<td>0.96</td>
<td>0.96</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1: The pair-wise correlation between variables.
Se = (13.50161) (3.486649) (1.607987)
t = (-32.89803) (14.91137) (8.993398)
P = (0.0000) (0.0000) (0.0000)

R-squared=0.979083 ; n=40; F-statistic=811.8012.

The results show that after getting M1 out of the model, the standard errors are quite small in comparison with its coefficients. t values are large and P values equal to zero that both are significant. However, the DW indicator is a bit small. It might tell us about autocorrelation.

Test for autocorrelation

From the regression, we see that the Durbin-Watson stat is not much significant (d=1.335499). That result might make us be suspect that there is an autocorrelation. This phenomenon means that the error terms are interrelated – that is, prior error information influences the value of the current error term. The current error term can be written as some function of previous error terms:

\[ u_t = \alpha u_{t-1} + \epsilon_t. \]

Thus, for more precise we will look at the residual's graph (Figure 1).

The graph tells us that CPI of previous period also affects the next period and that will occur over time.

**Breusch-Godfrey test**: However, to avoid some pitfalls of the Durbin-Watson test, we will apply the Breusch-Godfrey (BG) test of autocorrelation that is general in the sense of allowing for non-stochastic regressors such as the lagged value of regression. This lagged value can be then added to the model.

Recall the model:

\[ CPI_t = \gamma_0 + \gamma_1 \ln((M1)_t) + \gamma_2 \ln((M2)_t) + \gamma_3 \ln((Ex)_t) + \epsilon_t. \]

To treat this problem, we will put lagged variable in our model. The new model then will be:

\[ CPI_t = \gamma_0 + \gamma_1 \ln((M1)_t) + \gamma_2 \ln((M2)_t) + \gamma_3 \ln((Ex)_t) + AR(1) + \epsilon_t. \]

Based on the new model, we run the regression to obtain the result as:

\[ R^2 = 0.977752 ; n=39; F-statistic=512.7198; d=1.843902. \]

Thus, Mean

\[ E(R) = \frac{2N_1 N_2}{N} + \frac{2*20*20}{40} + 1 = 21. \]

And variance \[ \sigma^2 = \frac{2N_1 N_2 (2N_1 N_2 - N)}{N(N-1)} \cdot \frac{2*20*20*(2*20*20 - 40)}{40*40*40} = 9.7436. \]

Now we construct the probability of 95% that the preceding interval will include R:

\[ Pr[E(R) > 1.96 \times \sigma_0 \leq R; E(R) + 1.96 \times \sigma_0 = 0.95] \]

\[ => Pr[21-1.96*3.1215 \leq R \leq E(R) + 1.96*3.1215 = 0.95] \]

\[ => Pr[14.881 \leq R \leq 27.1181 = 0.95]. \]

It is clearly seen that R falls inside the interval that means the null hypothesis of randomness is satisfied. We then ensure that there is no autocorrelation in our model.

Test normality of the error term

The Jarque-Bera is a test of normality that is actually based on the

**Table 2**: Autocorrelation run test.
OLS residuals. The JB test is valued at:

\[ JB = n \times \frac{S^2}{6} - \frac{(K-3)^2}{24} \]

Where K=Kurtosis coefficient, and S is Skewness. For normality S=0 and K=3. Therefore the value of JB test is expected to be zero. By using review, we have obtained a result as Figure 2.

The Jarque-Bera statistic is 2.81459 and the p-test is large, so we cannot reject the null of normality. If the p-statistic was very low (0.05 and below) we could reject the null of normality. The magnitude of the JB test is not large – it is a function of the sample size, and there are 51 observations so this is quite a reasonable (Figure 2). The Kurtosis is close to 3, and the Skewness is close to 0, and the observed histogram is reasonably bell-shaped. We can be quite comfortable that the residuals are essentially normally distributed.

**Heteroskedasticity test**

Recall that one of the important assumptions of the classic linear regression model is that the variance of each disturbance term \( U_i \), conditional on the chosen values of the explanatory variables, is some constant number equal to \( \sigma^2 \). Symbolically, it can be expressed as:

\[ E(U_i) = \sigma^2, \text{ for } i = 1,2,3,...,n \]

With this assumption of homoskedasticity, our OLS will be BLUE. Thus, to ensure whether our model satisfies the assumption or not, it is very necessary to check heteroskedasticity. Actually, this phenomenon is related to one of the explanatory variables in the regression model. Suppose \( \sigma_i^2 \) is positive related to exchange rate and money supply as:

\[ \sigma_i^2 = \sigma^2 * X_i^2 \]

Then, we, in turn, rank exchange rate and money supply as:

Before ranking, we will choose c central observation. Empirically, our data has 40 observation, so c value will be 8.

+Ranked by the exchange rate with the lowest X value, then omitting c=8 observations from central.

The regression based on the first 16 observations is:

\[ CPI=-559.6518656 + 42.29864703*LNEX + 29.75274908*LNM2 + \]

\[ 4073.239 + 6137.111, \text{ RSS}=125.20707 \]

The regression based on the last 16 observations is:

\[ CPI=-1438.982408 + 227.4055316*LNEX - 3.749316657*LNM2 + \]

\[ 23.8452 + 27.6852, \text{ RSS}=124.9626 \]

Thus, for all our practical purposes, we can conclude that there is no heteroskedasticity in our data.

**Goldfeld-Quandt test**: This is also a popular method that is applicable if one as assumes the heteroskedastic variance, \( \sigma_i^2 \) is positive related to one of the explanatory variables in the regression model. Suppose \( \sigma_i^2 \) is positive related to exchange rate and money supply as:

\[ \sigma_i^2 = \sigma^2 * X_i^2 \]

With RSS2 = 124.9626, From these results we obtain: \( \lambda = RSS_1 / RSS_2 = 124.9626 / 124.9626 = 1.0000 \),

The critical F value for 12 df of both numerator and denominator at 5 percent level is 2.69, exceeds the estimated F(\( \lambda \)). Thus, we may conclude that there is no heteroskedasticity in the error variance.

+Ranked by the money supply, then omitting c=8 observations from central.

The regression based on the last 16 observations is:

\[ CPI=-611.7827184 + 38.13089521*LNEX + 36.50800683*LNM2 + \]

\[ 154.3905, \text{ RSS}=124.9626 \]

The regression based on the first 16 observations is:

\[ CPI=-1664.423233 + 266.3944239*LNEX - 7.478146541*LNM2 + \]

\[ 7.478146541, \text{ RSS}=124.9626 \]

Choose the critical chi_square value for 5 df, we have: for 5%, \( X^2_{0.05} = 11.0705 > n*R^2 \)

Thus, for all our practical purposes, we can conclude that there is no heteroskedasticity in our data.

**Table 3: General heteroskedasticity test**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>4073.239</td>
<td>6137.111</td>
<td>0.663706</td>
<td>0.5115</td>
</tr>
<tr>
<td>LNEX</td>
<td>-297.563</td>
<td>726.8197</td>
<td>-0.40941</td>
<td>0.6849</td>
</tr>
<tr>
<td>LNEX^2</td>
<td>-106.875</td>
<td>138.8841</td>
<td>-0.76953</td>
<td>0.4471</td>
</tr>
<tr>
<td>LNEX*LNM2</td>
<td>147.6774</td>
<td>175.6612</td>
<td>0.84064</td>
<td>0.4066</td>
</tr>
<tr>
<td>LNM2</td>
<td>21.5067</td>
<td>750.9706</td>
<td>-0.67521</td>
<td>0.5042</td>
</tr>
<tr>
<td>LNM2^2</td>
<td>-2.2138</td>
<td>23.76528</td>
<td>0.89366</td>
<td>0.378</td>
</tr>
</tbody>
</table>

R-squared 0.109995 Mean dependent var 12.73883

The regression based on the first 16 observations is:

\[ CPI=-1438.982408 + 227.4055316*LNEX - 3.749316657*LNM2 + \]

\[ 3.749316657, \text{ RSS}=124.9626 \]

The regression based on the last 16 observations is:

\[ CPI=-1664.423233 + 266.3944239*LNEX - 7.478146541*LNM2 + \]

\[ 7.478146541, \text{ RSS}=124.9626 \]

The critical F value for 12 df of both numerator and denominator at 5 percent level is 2.69, exceeds the estimated F(\( \lambda \)). Thus, we may conclude that there is no heteroskedasticity in the error variance.

+Ranked by the money supply, then omitting c=8 observations from central.

The regression based on the first 16 observations is:

\[ CPI=-611.7827184 + 38.13089521*LNEX + 36.50800683*LNM2 + \]

\[ 38.13089521, \text{ RSS}=124.9626 \]

The regression based on the last 16 observations is:

\[ CPI=-1664.423233 + 266.3944239*LNEX - 7.478146541*LNM2 + \]

\[ 7.478146541, \text{ RSS}=124.9626 \]

The critical F value for 12 df of both numerator and denominator at 5 percent level is 2.69, exceeds the estimated F(\( \lambda \)). Thus, we may conclude that there is no heteroskedasticity in the error variance.
with \( \text{RSS}_1 = 129.4435 \)

We also obtain: \( \chi^2 = \frac{\text{RSS}_1 - \text{RSS}_2}{d} = \frac{129.4435 - 256.3921}{12} = 0.96727 \)

Similarity, at 5 percent level is 2.69, the estimated F(\( \lambda \)) is smaller than 2.69, thus there we may reject the null hypothesis of heteroskedasticity.

**Spearman’s rank correlation test:** Apart from two tests above, we also apply other test is Spearman’s rank test. To do this, we firstly estimate the Spearman’s rank correlation coefficient as: 

\[
\rho_r = 1 - \frac{6 \sum d_i^2}{n(n^2 - 1)}
\]

Where \( d_i \) is different in the ranks assigned to two different characteristics of \( x_i \) individual and \( n \) is the number of individual ranked. Run the regression to find \( u_i \). Then, rank \( u_i, m^2 \) and \( ex \), we have obtained the Table 4

As resulting in the table, we now calculate:

\[
+\text{Correlation coefficient between } u_i \text{ and exchange rate:} \quad \rho_r = 1 - \frac{6 \sum d_i^2}{n(n^2 - 1)}
\]

Choose level of significant. If \( t_{0.05, n-2} = 2.0315 \) it is clearly seen that \( t_1 > t_0.05 \), thus there we may reject the null hypothesis of heteroskedasticity.

Similarity, we can obtain the correlation coefficient between \( u_i \) and money supply:

\[
+\text{Correlation coefficient between } u_i \text{ and money supply:} \quad \rho_r = 1 - \frac{6 \sum d_i^2}{n(n^2 - 1)}
\]

From the test, there is no evidence of systematic relationship between the explanatory and the absolute value of residual, which might suggest that there is no heteroskedasticity.

In fact, there is another test, Breusch-Pagan-Godfrey, which may use to test the heteroskedasticity. However, strictly speaking, the BPG test is an asymptotic, large sample, test and in the present example 40 observations may not constitute a large sample. With three tests previously done, we can be confident to get out of the heteroskedasticity problem.

**Chow Test for Structure Stability**

Mongolia’s experience has been different from that of most other transition countries. The country experienced a prolonged period of moderate inflation. Annual inflation fell below 10 percent in the first half of 1998 and has stayed low since then. However, it started raising in the decade of 20s. In our study we will beak into two periods in order to find out whether there is stability or not. The results of study can be express as:

**The period of 1995Q1-2002Q2**

<table>
<thead>
<tr>
<th>CPI1</th>
<th>-519.8966475+35.0751438<em>LM21+30.3497092</em>LNEX1</th>
<th>[AR(1)=0.4030732445]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Se</td>
<td>(60.21990) (8.477368) (8.099753) (0.219053)</td>
<td></td>
</tr>
<tr>
<td>t</td>
<td>(-8.633303) (1.173504) (7.346992) (1.840071)</td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>21 observations after adjustments</td>
<td></td>
</tr>
<tr>
<td>R-squared</td>
<td>0.967749; RSS1=256.3921; F-statistic=170.0387.</td>
<td></td>
</tr>
</tbody>
</table>

**The period of 2003Q3-2004Q4**

<table>
<thead>
<tr>
<th>CPI2</th>
<th>-605.8891237+83.80639366<em>LM22+9.764379148</em>LNEX2</th>
<th>[AR(1)=0.227024803]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Se</td>
<td>(665.0433) (110.9730) (9.370922) (0.275093)</td>
<td></td>
</tr>
<tr>
<td>t</td>
<td>(-0.911052) (0.755196) (1.041987) (0.825266)</td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>17 observations after adjustments</td>
<td></td>
</tr>
<tr>
<td>R-squared</td>
<td>0.813054; RSS2=171.0886; F-statistic=18.84624</td>
<td></td>
</tr>
</tbody>
</table>

Then

\[
d_i^2 = \frac{\text{RSS}_n}{n - 4} = \frac{256.3921}{4} = 64.09803
\]

and

\[
F = \frac{d_i^2 - d_1^2}{d_2 - d_1^2} = \frac{64.09803 - 1.49859}{42.77215 - 1.49859} = 2.345
\]

**Table 4: Rank correlation test of heteroskedasticity.**
We can see that $F < F_c$, then we cannot reject the null and we can use the Chow test.

We have $R_0^2 = RSS_0 + RSS_2 = 256.3921 + 171.0886 = 427.4807$ with $df = (n_1 + n_2 - 2k) = (21 + 17) - 24 = 30$.

\[
F = \frac{(RSS_0 - RSS_z) / k}{SS_{res} / (n - m - 1)} = F = \frac{(498.2149 - 427.4807) / 4}{427.4807 / 30} = 17.683551 = 1.2401.
\]

$F_{0.05(3,36)} = 2.88$ exceeds the computed $F$, we can therefore fail in rejecting the null hypothesis that means there is no structure change or break.

### Test for Specification Errors

One of the assumptions of the class linear regression model is that the regression model used in the analysis is correctly specified. If the model is not correctly specified, we will encounter the problem of model specification error or bias. Thus, in the case of the inflation model, we will test for this assumption. Ramsey’s RE S T is one of general test for specification error. Assume we introduce the dependent variable CPI in some form as regressing, it should increase $R^2$.

\[
CPI = \gamma_0 + \gamma_1 \ln(M2) + \gamma_2 \ln(Ex) + \gamma_3 \ln(PIP) + u_t.
\]

If the increase in $R^2$ is statistically significant on the basis of F-test, it will suggest that the model is miss-specified.

We now run the regression of model (1), the result obtained as (Appendix 6):

\[
CPI = -278.4594666 - 4.407466826 \times \ln(Ex) + 8.725926792 \times \ln(M2) + 32.52046365 \times \ln(CPI) + [AR(1) = 0.2675383112]
\]

With $R^2 = 0.979413$; $d = 1.753358$.

Then, $F = \frac{(R^2_0 - R^2_z) / df_1}{(1 - R^2_z) / df_2} = \frac{(0.979412 - 0.977752) / 1}{(1 - 0.979413) / 34} = 2.743187$.

Where, $df_1$ is the number of new regressor; $df_2 = n - number of parameters in the new model. Choose level of significance $\alpha = 5\%$, then $F_{1,34} = 2.88$. Obviously, $F_c$ is exceeds the computed $F$ that indicates the model is not miss-specified.

As another test for omitted variable is Wald test. This is a really common and regularly used restriction test, but is better for large samples. In this study, because of limited observation, we will not employ the test here. We therefore use other method which will be shown in the next part (F-test for incremental variable).

### Test for an Incremental of an Explanatory Variable

In previous part, we also tested successfully for specification error. However, some economists argue that increase in bank interest rates has pushed up inflation. In fact, consumers and investors will face higher borrowing costs as interest rate increases. Consequently, which will push up price at higher level. In the case of Mongolia, we will assume that interest rate also affects inflation, we then add it to the model to find out whether it has any effect on inflation:

\[
CPI = \gamma_0 + \gamma_1 \ln(M2) + \gamma_2 \ln(Ex) + \gamma_3 \ln(Int) + u_t.
\]

Run regression we have (Appendix 7):

\[
CPI = -428.761292 + 15.70320991 \times \ln(M2) + 47.56844772 \times \ln(Ex) + 32.5046365 \times \ln(CPI) + [AR(1) = 0.3135417286]
\]

$Se = (0.19801) (2.173094) (5.187411) (0.159050)$

$t = (21.22790) (7.226200) (9.169978) (1.958765)$

$P = (0.0000) (0.0000) (0.0000) (0.0581)$

$R$-squared: $0.977752$; $F$-statistic: $512.7198$

\[
F = \frac{(R^2_0 - R^2_z) / df_1}{(1 - R^2_z) / df_2}.
\]

Where, $df_1$ is the number of new regressor, $df_2$ is the number of parameters in the new model

\[
F = \frac{(0.979395 - 0.977752) / 1}{(1 - 0.977935) / 34} = 0.00183 0.281985 4.125
\]

It is clearly seen that Interest rate does not affect inflation in Mongolia. Therefore, we will get the interest rate out of the model.

### Testing the Overall Significance of the Multiple Regression using F Test

According to Gujarati (2004: 257), to test overall significance of the regression, F test can be employed to test the null hypothesis that all slope coefficients, $\gamma_1$ and $\gamma_2$, are simultaneously zero $(H_0)$. Alternatively, one or all of those will not be equal to zero $(H_1)$.

Recall our regression result (Appendix 8):

\[
CPI = -428.761292 + 15.70320991 \times \ln(M2) + 47.56844772 \times \ln(Ex) + 32.5046365 \times \ln(CPI) + [AR(1) = 0.3135417286]
\]

$Se = (0.19801) (2.173094) (5.187411) (0.159050)$

$t = (21.22790) (7.226200) (9.169978) (1.958765)$

$P = (0.0000) (0.0000) (0.0000) (0.0581)$

$R$-squared: $0.977752$; $F$-statistic: $511.2607$

Choose level significance $\alpha = 5\%$, we have: $F_{1,34} = 2.88$.

The F statistic tells us that the estimated parameters for the regression are effective, and so under the null hypothesis that there is no relationship between money supply, exchange rate and CPI this model is well estimated. The p-value for this F statistic is practically zero. We can confidently use this as evidence to reject the null hypothesis, so this indicates that there is a relationship between money supply, exchange rate and CPI. Thus, we can confidently reject the null hypothesis that M2, exchange rate has no effect on CPI.

We can also express linear relationship between CPI and other estimated regressors by the graph (Figure 3).

### Testing the about Individual regression Coefficients using T Test

Recall the assumption of OLS that $ui$ follows N(0,$\sigma^2$) distribution to ensure that $\gamma_1$, $\gamma_2$, $\gamma_3$ are minimum variance estimators in the entire class of unbiased estimators or in short they are BLUE. Thus, we will apply t-test to test hypotheses about individual partial regression coefficients for our CPI model:

\[
CPI = \gamma_0 + \gamma_1 \ln(M2) + \gamma_2 \ln(Ex) + \gamma_3 \ln(AR(1)) + u_t.
\]

Since, CPI, M2 and Ex are expected to be positively related as we mentioned in the previous part. We should therefore use right tail-test, that is:

Assume that under the null hypothesis $H_0: \gamma_i \leq 0$, alternately $H_1: \gamma_i > 0$ (other variables hold constant).
Under the assumption the point estimated alone, we may construct an interval around the expected to be equal to the true value. Therefore, instead of relying on the point estimator such as for coefficient $\gamma_1$ and $\gamma_2$. Under the assumption of OLS, all coefficients follow normal distribution. We can then use $t$ distribution to establish the confidence interval:

$$Pr[-t_{\alpha/2, n-p} \leq \frac{(\hat{\gamma}_1 - \gamma_1)}{\hat{\text{se}}(\gamma_1)} \leq t_{\alpha/2, n-p}] = 1 - \alpha \quad \text{Or}$$

$$Pr[\hat{\gamma}_1 - t_{\alpha/2, n-p} \times \hat{\text{se}}(\gamma_1) \leq \hat{\gamma}_1 \leq \hat{\gamma}_1 + t_{\alpha/2, n-p} \times \hat{\text{se}}(\gamma_1)] = 1 - \alpha$$

Choosing the significant level $\alpha=5\%$, that is, 95\% confidence coefficient then we have:

$$t=\frac{\hat{\gamma}_1 - \gamma_1}{\hat{\text{se}}(\gamma_1)} \approx \pm 2.0315, \text{ substitute;}$$

The confidence interval for $\gamma_1$: $Pr[47.45894 - 2.0315 \times 5.194420 \leq \gamma_1 \leq 47.45894 + 2.0315 \times 5.194420] = 36.90648 \leq \gamma_1 \leq 58.0114$

This interval is the probability that the specified fixed interval includes $\gamma_1$. The confidence interval for $\gamma_2$: $Pr[15.76220 - 2.0315 \times 2.177666 \leq \gamma_2 \leq 15.76220 + 2.0315 \times 2.177666] = 11.33827 \leq \gamma_2 \leq 20.18613$

Again the interval is the probability that the specified fixed interval includes $\gamma_2$. In short, given the confidence coefficient of 95\%, in the long run, in 95 out of 100 cases interval like (36.90648; 58.0114) and (11.33827; 20.18613) will contain the true $\gamma_1$ and $\gamma_2$ respectively.

**Discussion**

Based on the econometric techniques, the series of tests have been done taking into account of the inflation model. The equation shows that inflation is strongly affected by exchange rate and money growth changes and that the pass-through is fast. Changes inflation of the prior period also has a significant impact on current inflation, but this effect takes longer to work its way through the economy than money supply and exchange rate changes. Results of the tests suggest that we have found extremely high correlation between money growth, exchange rate and inflation. The model points to a dominant role of monetary policies in the behaviour of inflation and shows a low persistence of inflation in Mongolia. Both factors contributed to the observed behaviour of inflation.

**Conclusion**

Our results are based on limited money, exchange rate and CPI data from 1995-2004. The econometric results show that it is feasible to estimate robust money supply, exchange rate and inflation equations...
for Mongolia. The model expresses inflation as a function of money, and the exchange rate, and may be interpreted as portraying equilibrium in the goods market. In fact, the dynamics of inflation are strongly affected by current exchange rate changes and money growth that implications and ultimately designing better monetary policies and institutions. Our hope is that this study will stimulate research on models of monetary standards and encourage efforts to obtain better data on the experiences of countries under alternative monetary standards.
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