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Abstract
The Frobenius method, also known as the Extended Power Series method comes into play when solving second-order homogeneous linear 
ODEs having variable coefficients, about a singular point. The solution is expressed in terms of infinite power series. This straightforward article is 
merely aimed to lucidly arrive at the recurrence relation/formula by taking proper heed of summation limits and simply manipulating them, which is 
probably absent in almost all research articles and books. The methodology discussed is followed by a few conspicuous and relevant observations.
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Introduction

The 2nd order homogeneous linear Ordinary Differential Equations (ODEs) 
find their applications in several fields of discipline, such as thermodynamics, 
theory of vibrations, electrical engineering, medicine, etc. [1]. The Frobenius 
method becomes handy when the ODE is quite complex and consists of 
variable coefficients. Second-order linear ODEs such as Legendre’s differential 
equation and Bessel’s differential equation are solved using the Frobenius 
method, wherein a formal power series solution is obtained. 

The Frobenius method is a generalization of the usual power series 
method. The power series method is applicable when the functions P (x) and 
Q (x) in the equivalent normalized ODE are analytic x. Therefore, singularity 
ceases and x0 becomes the ordinary point of the ODE. If one wants to seek 
an infinite power series solution about point x0 valid in some deleted interval 0 
< |x – x0| < R, R being the radius of convergence (R > 0), and x0 as the regular 
singular point, then the solution y (x), according to stated theorem [2], takes 
the form,
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where, ak ≠ 0, m = real or complex definite constant, which can be 

determined from the indicial equation obtained by equating the lowest power 
of x in the substituted equation to 0.

This short article is centered around how the lower summation limit 
and exponent of x alter when the assumed solution, y(x) taken about any 
regular singular point, x0 is subjected to mathematical operations such as 
differentiation, multiplication, etc., and how the recurrence relation is obtained 
by straightforward manipulation of those limits. This is ignored in, principally 
textbooks [2-12] and open works of literature [13-24]. The recurrence formula, 
thus obtained is employed to figure out the coefficients (ak) of the powers of x 
in the final series solution. The methodology is discussed in the subsequent 
section, followed by useful observations. Few examples have been taken from 

renowned books for illustration purposes. It is worthwhile to note that not the 
complete solution is presented, rather important steps up to the recurrence 
relation are jotted down.

Methodology

Let the solution y (x) about x0 = 0 be
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Now, if y (x) is differentiated w.r.t. x, the lower limit of summation will 

increase by the number of times y (x) is differentiated. Also, the power of x 
will reduce by the number of times y (x) is differentiated. If y (x) differentiated 
twice, then
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When y (x) is multiplied by xn, where n ϵ N, the lower limit of summation 

will decrease by the amount n, and the power of x will increase by n. Suppose 
y (x) is multiplied with x2, then
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The lower limit of summation reached a value less than 0 i.e., k < 0. In 

fact, it's not a matter of concern, this is done just to arrive at the recurrence 
relation, which will be apparent in the forthcoming examples. The following 
Table 1 summarizes the same. The ODEs normally involve differentiation and 
multiplication, thus, integration and division can be neglected. Some examples 
to illustrate the process follows. The solution, y (x) is assumed about x0 = 0 
which will be the regular singular point in these examples.

Problem #1 – 3 x y’’ + 2 y’ + y = 0                                                                (1)

Solution. Let
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Here, P (x) and Q (x) are not analytic at x = 0; but x P (x) and x2 Q (x) 

are analytic. Thus, x0 = 0 is the regular singular point, and there exist two 
nontrivial linearly independent solutions of the given ODE. Depending upon the 
nature of the roots (m1 and m2) of the indicial equation associated with x0, and 
the difference between the two roots (m1 – m2), the two linearly independent 
solutions can be found.

Now,
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Plugging y, y’, and y’’ into (1), we obtain
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The lower limit of summation and the power of x in the 1st summation 
above is changed as per Table 1. Upon combining the coefficients of xm + k 

– 1 (lowest power) in the above equation and setting k = 0, one can obtain 
the indicial equation, which can be solved for roots, m1, and m2. In the 3rd 
summation, we set k = k – 1; in order to make the exponent of x the same in 
all the terms.
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Now, all the terms in the above equation have the same summation limits 
and exponent of x. Thus, we can rewrite it as

( )( ) ( ){ } 1
1

1

3 1   2   0 m k
k k k

k

m k m k a m k a a x
∞

+ −
−

=

+ + − + + + =∑
The equation above is much simplified and we can obtain the recurrence 

formula by equating the coefficient of xm + k – 1 to 0. Therefore,
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and so on.

One can proceed by substituting the m values so found, and obtaining the 
final solution, y (x) in terms of two linearly independent solutions, y1 (x) and y2 
(x), based upon the roots of the indicial equation.

Problem #2 – 2 x2 y’’ + x y’ + (x2 – 3) y = 0                   (2)

Solution. Here, P (x) and Q (x) are not analytic at x = 0; but x P (x) and x2 
Q (x) are analytic. Thus, x0 = 0 is the regular singular point, and there exist two 
nontrivial linearly independent solutions of the given ODE.

Replacing y, y’, and y’’ found in the previous problem into (2), we obtain
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The lower limits of summations and the powers of x in all the summations 
above are changed as per Table 1. Upon combining the coefficients of xm 

+ k (lowest power) in the above equation and setting k = 0, one can obtain 
the indicial equation, which can be solved for roots, m1, and m2. In the 3rd 
summation, we set k = k – 2; in order to make the exponent of x the same in 
all the terms.
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Now, all the terms in the above equation have the same summation limits 
and exponent of x. Thus, we can rewrite it as
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We can obtain the recurrence formula by equating the coefficient of xm + k 

to 0. Therefore,
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and so on. One can proceed by substituting the m values so found, and 
obtaining the final solution, y (x) in terms of two linearly independent solutions, 
y1 (x) and y2 (x), based upon the roots of the indicial equation. Now, the 
following problem, in fact, is a special case with m = 0, i.e. no singular point 
exists, and the problem can be solved by the ordinary power series method. 
Hence, the Frobenius method generalizes the power series method. 

Problem #3 – y’’ + x y’ + (x2 + 2) y = 0                       (3)

Solution: Here, P (x) and Q (x) are analytic Ɐ x as they are polynomial 
functions. Thus, x0 = 0 is the ordinary point, and there exist two nontrivial 
linearly independent power series solutions of the given ODE. These power 
series converge in some interval |x – x0| < R (R > 0) about x0. Substituting y, y’, 
and y’’ found in the previous problem into (3), we obtain
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As m = 0, the above equation reduces to
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The lower limits of summation and the powers of x are altered in the 
summations 2nd, 3rd, and 4th above as per Table 1.

In the 1st summation, replace k with (k + 2), and k with (k – 2) in the 3rd 
summation; in order to make the exponent of x the same in all the terms. This 
yields
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Now, all the terms in the above equation have the same summation limits 

and exponent of x. Thus, we can rewrite it as
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We can obtain the recurrence formula by equating the coefficient of xk to 
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and so on. One can proceed by substituting the coefficients so found, and 
obtaining the final solution, y (x) in terms of a0, a1, a2, and a3.

Observations                                                                                                            

Few simple noteworthy observations can be made. Only the exponent of 
x has to be taken care of before the equating-coefficient step. The summation 
limits automatically get adjusted by minute alteration, and the summation can 
be collected as common from all the terms present in the equation. One does 
not have to expand the series, or through inspection, arrive at the recurrence 
relation. It can easily be achieved by slight manipulation of the summation 
limits, for the sole purpose to match the powers of x in the terms, before the 
equating-coefficient step. The number of coefficients with which the final 
solution shall be expressed in terms of, can be found out by computing the 
difference between the smallest and the largest subscripts in the recurrence 
formula. For instance, in example #3, the number of coefficients which y (x) will 
be expressed in terms of = |subscript (ak + 2) – subscript (ak – 2) = |k + 2 – k + 2| 
= 4. However, the more the difference, the more the number of coefficients y 
(x) will be expressed by, hence, the solution would become quite complicated. 
Thereby, sometimes expanding the series and later deriving the recurrence 
formula could assist in developing a link/relation between the coefficients 
which y (x) is expressed in terms of, resulting in y (x) being expressed in terms 
of less number of coefficients, hence making the final solution less complex. 

Conclusion

It is discernible how smoothly one can arrive at the recurrence relation and 
compute the required coefficients of x without much painstaking expansion of 
the summations. However, it is deduced that it could lead to a marginally more 
intricate solution, since the end result, in certain cases, have to be expressed 
more in terms of the unknown coefficients.

Statements and Declaration

Funding

The author has no relevant/non-relevant financial interests to disclose.

Conflicts of Interest

The author has no conflicts of interest to declare that are relevant to the 
content of this article.

Data Availability Statement (DAS)

 Data sharing does not apply to this article as no datasets were generated 
or analyzed during the current study.

References
1. Sumithra, B. "Engineering applications of differential equations." Int J Appl Innov 

Eng Manag 7 (2017): 110-114.

2. Ross, Shepley L. “Differential Equations.” John Wiley & Sons (2007).

3. Dass, H. K. “Higher Engineering Mathematics.” S Chand Publishing (2011).

4. Grewal, B. S. and J. S. Grewal. "Higher engineering mathematics." Khanna 
Publishers, New Delhi (1996).

5. Ramana, Bandaru Venkata. “Higher Engineering Mathematics.” Tata McGraw-Hill 
Education (2006).

6. Zill, Dennis G. “Advanced engineering mathematics.” Jones & Bartlett Publishers 
(2020).

7. Adkins, William A. and Mark G. Davidson. “Ordinary differential equations.” Springer 
Science & Business Media (2012).

8. Said-Houari, Belkacem. "Power Series Solution." In Differential Equations: Methods 
and Applications, Springer, Cham (2015): 125-140.

9. Arfken, George B., and Hans J. Weber. "Mathematical methods for physicists." 
(1999): 165-169.

10. Birkhoff, Garrett and Gian-Carlo Rota. “Ordinary Differential Equations, 4th Editon.” 
Wiley (1991).

11. Stroud, Kenneth Arthur, and Dexter J. Booth. “Advanced engineering mathematics.” 
Bloomsbury Publishing (2020).

12. Kreyszig, Herbert and Erwin Kreyszig. “Student solutions manual and study guide: 
for Kreyszig's Advanced engineering mathematics.” Wiley (2011).

13. Torabi, Asadullah, and Mohammad Alim Rohani. "Frobenius Method for Solving 
Second-Order Ordinary Differential Equations." J Appl Math Phys 8 (2020): 1269-
1277.

14. Haarsa, P. and S. Pothat. "The Frobenius Method on a Second-Order Homogeneous 
Linear ODEs." Adv Stud Theor Phys 8 (2014): 1145-1148.

15. Neuringer, Joseph L. "The Frobenius method for complex roots of the indicial 
equation." Int J Math Educ Sci Technol 9 (1978): 71-77.

16. Hassan, Suad Mohammed. "Series solution with Frobenius method." Turkish J 
Comp Math Edu 12 (2021): 1480-1490.

17. Esuabana, I. M., Ekpenyong, E. O.  and Okon, E. J. “Power series solutions of 
second-order ordinary differential equation using the frobenius method.” J Res Appl 
Math 7(2021): 44-50.

18. Robin, William. “Frobenius series solution of fuchs second-order ordinary differential 
equations via complex integration.” Intern Math Forum 9 (2014): 953-965.

19. Syofra, Anil Hakim, Rika Permatasari and Nazara A. “The frobenius method for 
solving ordinary differential equations with coefficient variables.” Inter J Sci Res 5 
(2016): 2223-2235.

20. Jung, Soon-Mo and Hamdullah Şevli. "Power series method and approximate linear 
differential equations of second order." Adv Diff Equ 2013 (2013): 1-9.

21. Abramov, S. and Marko Petkovšek. "Special power series solutions of linear 
differential equations." In Proc FPSAC 96 (1996): 1-8.

22. Brindley Brindley, Graham. "Differential equations." The Mathematical Gazette 73 
(1989): 353-354.

23. Weisstein, Eric W. "Frobenius Method." https://mathworld. wolfram. com/ (2002).

24. Radhika, T. S. L. “Notes on the frobenius method.” (2021)

Table 1. Various mathematical operations and their effect on the two parameters.

Parameters  Differentiation Multiplication Integration Division
Lower limit of summation Increase Decrease Decrease Increase

Power of x Decrease Increase Increase Decrease

How to cite this article: Shaikh, Saad F. “Recurrence Relation When Solving 
2nd Order Homogeneous Linear ODEs by Frobenius Method.” J Appl Computat 
Math 11 (2022): 488.

https://books.google.com/books?hl=en&lr=&id=TkQER0zMqQMC&oi=fnd&pg=PA3&dq=S+L+Ross+Differential+Equations+3+Edition&ots=c_pfSXdFgX&sig=uxY9U_OGlTOccdwUOmJRWMnqFo8
https://books.google.com/books?hl=en&lr=&id=d58rDAAAQBAJ&oi=fnd&pg=PR1&dq=3.%09Dass,+H.+K.+(2011).+Higher+Engineering+Mathematics.+S.+Chand+Publishing.&ots=p9um6-48KE&sig=Z6jQ3JzM5Ff43ro3kd6LgQPhOno
https://www.researchgate.net/profile/Miled-El-Hajji/post/Are_there_any_FREE_books_on_Scilab/attachment/5c89f6903843b03424308f25/AS%3A736243021254662%401552545423892/download/Higher+Engineering+Mathematics_B.+S.+Grewal.pdf
https://books.google.com/books?hl=en&lr=&id=-uUREAAAQBAJ&oi=fnd&pg=PP1&dq=6.%09Zill,+D.+G.+(2020).+Advanced+Engineering+Mathematics.+Jones+%26+Bartlett+Publishers.&ots=dXNsTiuVM-&sig=D_j2IaJijNlXnIeQSgMRKOA4rQg
https://books.google.com/books?hl=en&lr=&id=IPW-TBKoNe8C&oi=fnd&pg=PR5&dq=Adkins,+William+A.,+and+Mark+G.+Davidson.+Ordinary+differential+equations.+Springer+Science+%26+Business+Media,+2012.&ots=pQtDX1eaJr&sig=Ovi-e8YyXNjJ0U7sNkGlKtM2KNY
https://link.springer.com/chapter/10.1007/978-3-319-25735-8_5#citeas
https://aapt.scitation.org/doi/pdf/10.1119/1.19217
https://www.wiley.com/en-us/Ordinary+Differential+Equations%2C+4th+Edition-p-9780471860037
https://books.google.com/books?hl=en&lr=&id=lhlHEAAAQBAJ&oi=fnd&pg=PR3&dq=+K.+A.+Stroud+D.J.+Booth.+Advanced+Engineering+Mathematics+4th+edition&ots=Dc4K8RujrS&sig=2ba4PiBH50xQkKbjijxP7jcNBg8
https://www.scirp.org/journal/paperinformation.aspx?paperid=101483
https://www.scirp.org/journal/paperinformation.aspx?paperid=101483
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.684.2281&rep=rep1&type=pdf
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.684.2281&rep=rep1&type=pdf
https://www.tandfonline.com/doi/abs/10.1080/0020739780090110
https://www.tandfonline.com/doi/abs/10.1080/0020739780090110
https://turcomat.org/index.php/turkbilmat/article/view/3537
https://www.researchgate.net/profile/Ita-Esuabana/publication/356554807_Power_Series_Solutions_of_Second_Order_Ordinary_Differential_Equation_Using_Frobenius_Method/links/61a061e807be5f31b7b7b345/Power-Series-Solutions-of-Second-Order-Ordinary-Differential-Equation-Using-Frobenius-Method.pdf
https://www.researchgate.net/profile/Ita-Esuabana/publication/356554807_Power_Series_Solutions_of_Second_Order_Ordinary_Differential_Equation_Using_Frobenius_Method/links/61a061e807be5f31b7b7b345/Power-Series-Solutions-of-Second-Order-Ordinary-Differential-Equation-Using-Frobenius-Method.pdf
https://napier-repository.worktribe.com/output/180044/frobenius-series-solution-of-fuchs-second-order-ordinary-differential-equations-via-complex-integration
https://napier-repository.worktribe.com/output/180044/frobenius-series-solution-of-fuchs-second-order-ordinary-differential-equations-via-complex-integration
https://d1wqtxts1xzle7.cloudfront.net/61054476/fbroenius20191029-53264-1x1kq6s-with-cover-page-v2.pdf?Expires=1663665208&Signature=WohHIOKLY0howIUtutb0HqIAidJYcGyPD7ONBSCiRNe4aW16-UZoYocv0-ekmZTSwBjxUjleYE5GmL-R7O4OOHWcsZhnVRww3D9uPqLFCkG5QT2T~lD0NXoMZd6RPs1no8ot6ynYV9x6jPVBa1JHVJnYAYSISXcINm5ljILEKss0NWWKn-osFjU-A0BludDSrD6Qi6wJ0urMjuGZakVEzjzhDZuJoZofBh7yh1X7XY7GUYv~S~9GgBSdB7TAfrRfFyJBuqq1KF2wsEr7o7Aba~YfqvV1thpXolM9W9wfxOUCY7hoKWkDhNOtehdBMglPpgMyiq2F2O9Yft-a~7ULWg__&Key-Pair-Id=APKAJLOHF5GGSLRBV4ZA
https://d1wqtxts1xzle7.cloudfront.net/61054476/fbroenius20191029-53264-1x1kq6s-with-cover-page-v2.pdf?Expires=1663665208&Signature=WohHIOKLY0howIUtutb0HqIAidJYcGyPD7ONBSCiRNe4aW16-UZoYocv0-ekmZTSwBjxUjleYE5GmL-R7O4OOHWcsZhnVRww3D9uPqLFCkG5QT2T~lD0NXoMZd6RPs1no8ot6ynYV9x6jPVBa1JHVJnYAYSISXcINm5ljILEKss0NWWKn-osFjU-A0BludDSrD6Qi6wJ0urMjuGZakVEzjzhDZuJoZofBh7yh1X7XY7GUYv~S~9GgBSdB7TAfrRfFyJBuqq1KF2wsEr7o7Aba~YfqvV1thpXolM9W9wfxOUCY7hoKWkDhNOtehdBMglPpgMyiq2F2O9Yft-a~7ULWg__&Key-Pair-Id=APKAJLOHF5GGSLRBV4ZA
https://www.researchgate.net/profile/Sergei-Abramov/publication/277295998_Special_Power_Series_Solutions_of_Linear_Differential_Equations_Extended_Abstract/links/556b1c1e08aefcb861d60d0e/Special-Power-Series-Solutions-of-Linear-Differential-Equations-Extended-Abstract.pdf
https://www.researchgate.net/profile/Sergei-Abramov/publication/277295998_Special_Power_Series_Solutions_of_Linear_Differential_Equations_Extended_Abstract/links/556b1c1e08aefcb861d60d0e/Special-Power-Series-Solutions-of-Linear-Differential-Equations-Extended-Abstract.pdf
https://www.cambridge.org/core/journals/mathematical-gazette/article/differential-equations-by-d-lomen-and-j-mark-pp-464-1595-1988-isbn-0132116324-prenticehall/60B4BF9395BD27B38DA4345A2492C3A9
http://mathworld.wolfram.com/FrobeniusMethod.html
https://simiode.org/resources/8786/download/2021-Radhka_T._S._L._-_Notes_on_Frobenius_method.pdf

