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#### Abstract

In this paper we describe the quasi-coordinated search problem for a lost located target on one of n-disjoint lines in which any information of the target position is not available to the searchers all the time. Every two searchers on each line cooperate together to find the location of the lost target as soon as possible where the motion of every two searchers on each line are independent for the motion of the other searchers on another lines. The purpose of this paper is to formulate a search problem and find the expected value of the first meeting time between one of the searchers and the target. Also, we show the existence of the optimal search plan which minimizes the expected value of the first meeting time and find it.
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## Introduction

Search problems are still largely of the same form as in 1942: a single target is lost and the problem is to find it efficiently [1]. Generally, the searching for a lost target either located or moved is often a timecritical issue that is when the target is very important. The prime focus is to find and search for the cast ways in the smallest possible amount of time [2]. The problem considered in this paper: the searchers coordinate their search for a stationary target with the objective of minimizing [3] the expected time until one searchers (one of them) detects the target. The meeting point (origin point) is the point where the searchers check back after each period of searching to find out if the other searcher has already located the target. Some problems of search may impose using more than one searcher such as [4]: when we search for a valuable target (e.g., the two parents searching for a lost child. The child is equally likely to be anywhere on one of n-disjoint roads), or search for a serious target (e.g., a car filled with explosives in one of n -disjoint roads) or search for any enemy or a mine on a battlefront whose extension may approximated by a straight line, or searching for a bomb in known region or a life raft on the ocean. This kind of search problems has recently various applications such as: the search for missing boats, lost persons on roads, petroleum or gas reservoirs underground [5] and so on. We aim to minimize the expected value of the first meeting time between one of the searchers and the target.

In the present paper we take the search region to be the real lines, with the origin point as the starting and meeting point of the searchers [6]. We consider target distributions that are symmetric and unsymmetric about zero, so that we may assume that one searcher always searches to the right, and the other to the left [7]. They return to zero after searching successively larger common distances, until the object is found. The problem is to find the expected the expected value of the first meeting time between one of the searchers and the target. There is obviously some similarity between this problem and the wellknown Linear Search Problem which has been studied extensively [8] and also Abd-Elmoneim and Hamdy [8]. In that problem every two searchers and start together looking for the target from the origin of the line $L j, j=1,2, \ldots, n$. The target is located according to symmetric or unsymmetric distribution on every line, our aim is to minimize the expected value of some function of the time taken to find a target according to a known distribution on the line [2-4]. An optimizing searcher [9] goes to successively increasing distances in alternating directions until the target is found. In our problem, the searchers could
stay together and follow the optimal solution of the Linear Search Problem [10].

On the other hand, when the target is located on the real line according to a known probability distribution. Every two searchers on each line start from the origin to find the target
in minimal expected time, we assume that the speed of each searchers equal one. The target can be detected only if the searcher reaches the target. In an earlier work, this problem has been studied extensively in many variations [11-17]. The coordinated search problem on an interval when the distribution of the lost target is known, and unsymmetric about zero has been studied [18]. Also, the coordinated search problem for a randomly located target on one of two lines and the target having a certain symmetric distribution around the origin has been studied [19]. Recently, this technique has been illustrated in the plane when the target has symmetric or unsymmetric distribution [20,21]. There is obviously some similarity between this problem and the well-known linear search problem.

This paper is organized as follows. In this paper we formulate the problem. The search plan and expected value of the first meeting time between one of the searchers and the target on a line, we will introduce two parts: the aim of the first part is to study the coordinated search problem for a located target on one of n-disjoint lines which has [22] symmetric distribution, while in the second part we also study the same problem which has unsymmetric distribution, we will calculate the expected value of the time of finding the target and existence of an optimal search path. Also we referred to a special cases when $\mathrm{n}=1$ and $\mathrm{n}=2$. Finally, the paper concludes with a discussion of the results and directions for future research [23].

## Problem Formulation

The problem under study can be formally described as follows: We

[^0]have two searchers $\mathrm{S}_{2 j-1}$ and $\mathrm{S}_{2, \mathrm{j}} \mathrm{j}=1,2, . . \mathrm{n}$, start the searching process from the origin of the line $\mathrm{Lj}, \mathrm{j}=1,2, \ldots, \mathrm{n}$, respectively, as in Figure 1. Each searchers $S_{2 j-1}$ and $S_{2, j}$ of them return to zero after searching successively common distances. The two searchers $S_{2 j-1}$ and $S_{2, j}$ would conduct his search in the following manner: Start together looking for the target from the origin $\mathrm{O}_{i}$ of the line $\mathrm{Lj}, \mathrm{j}=1,2, \ldots, \mathrm{n}$. The searcher $S_{2 j-1}$ searches to the (right) of $O_{j}$ and go to $a_{1 j}$, and another searcher $S_{2, j}$ searches to the (left) of the starting point $\mathrm{O}_{\mathrm{i}}$ and go to $\mathrm{b}_{1 \mathrm{j}}$ then turn back to the origin point $\mathrm{O}_{i}$ and tell them if they detect the target or not. Retrace the steps again to the origin point $\mathrm{O}_{\mathrm{i}}$ to the (right) and the (left) and go to $\mathrm{a}_{i 2}$ and respectively, then turn back to the origin $\mathrm{O}_{\mathrm{i}}$ and so on until one of them detects the target. The target is located according to symmetric or unsymmetric distribution on every line L. The searcher $\mathrm{S}_{2 j-1}$ searches with speeds go to the (right) and the searcher $\mathrm{S}_{2 j}$ searches with speeds $\mathrm{V}_{2 \mathrm{j}}$ go to the (left), where $\mathrm{V}_{1}=\mathrm{V}_{2}=\ldots=\mathrm{V}_{\mathrm{n}}=1$.

Either two searchers $S_{2 j-1}$ and $S_{2 j}$ detect the target on the line $L j$.
On $L j, j=1,2, \ldots, n$ the searchers $S_{2 j-1}$ and $S_{2 j}$ follow the search paths $\left\{\mathrm{a}_{\mathrm{ij}} \mathrm{i} \geq 0\right\}$ and $\left\{\mathrm{b}_{\mathrm{ji}} \mathrm{i} \geq 0\right\}$ respectively to search the target. The search path $\mathrm{a}_{\mathrm{j}}$ of the $S_{2 j-1}$ are completely defined by a sequence $\left\{a_{\mathrm{j} j} \mathrm{i} \geq 0\right\}$ and the search path $b_{j}$ of the $S_{2 j}$ are completely defined by a sequence $\left\{b_{j i j} i \geq 0\right\}$ where $i$ is a nonnegative integer. Let the search plan on line $L_{j}$ be represented by $\Phi_{j}=\left\{a_{j i}, b_{j i}\right\} \bar{\Phi}$, where $\bar{\Phi}$ is the set of all search plans.

Figure 1 gives an illustration of the search plan which the $2 n$-searchers $S_{2 j-1}$ and $S_{2 j} j=1,2, . . n$ follow it. Moreover, it is to be noted that is the set of search plans available to $\mathrm{S}_{2 j-1}$ and $\mathrm{S}_{2 j}$ is the set $\Phi_{j} \in \Phi$, where $\bar{\Phi}$ is the set of all search plans such that:

$$
\left.\Phi_{\mathrm{j}}=\left\{\left\{\mathrm{a}_{\mathrm{j} i} \mathrm{~b}_{\mathrm{ij}}\right\}\right\}_{\mathrm{i} 20}: \ldots \mathrm{b}_{\mathrm{j} 3}<\mathrm{b}_{\mathrm{j} 2}<\mathrm{b}_{\mathrm{j} 1}<\mathrm{O}_{\mathrm{j}}=\mathrm{b}_{\mathrm{j} 0}=\mathrm{a}_{\mathrm{j} 0}=0<\mathrm{a}_{\mathrm{j} 1}<\mathrm{a}_{\mathrm{j} 2}<\mathrm{a}_{\mathrm{j} 3}<\ldots\right\}
$$

Where,

$$
\begin{aligned}
& c_{j}=\lim _{i \rightarrow \infty} b_{j i} \\
& \text { And }
\end{aligned}
$$

$$
d_{j}=\lim _{i \rightarrow \infty} a_{j i}, \forall i \geq 0, j=1,2, \ldots ., n
$$

The search plan of the searchers for $n$ - lines represented by $\Phi=\left(\Phi_{1}, \Phi_{2}, \ldots . \Phi_{n}\right) \in \bar{\Phi}$. The first meeting time between one of
the searchers and the target on a line is a random variable. There is a known probability measure $\gamma=\gamma_{1}+\gamma_{2}+\ldots+\gamma_{\mathrm{n}}$ on $\left[\mathrm{c}_{1}, \mathrm{~d}_{1}\right] \cup\left[\mathrm{C}_{2}, \mathrm{~d}_{2}\right] \cup \ldots$ .$U\left[C_{n}, d_{n}\right]$ which describes the position of the target, where $\gamma_{\mathrm{p}} \mathrm{j}=1,2, \ldots, \mathrm{n}$ are the probability measure induced by the position of the target on
$\left[C_{j}, \mathrm{~d}_{\mathrm{j}}\right]$ and $\sum_{j=1}^{n} \gamma_{j}\left(C_{j}, d_{j}\right)=1$.
The searchers $S_{2 j-1}$ and $S_{2 j}$ return to the origin point after searching successively common distances until one of searchers detects the target. Our aim is to calculate the first meeting time between one of searchers and the lost target. Also, we wish to find the optimal search plan which minimizes the expected value of the time.

We shall study the coordinated search problem when the target is randomly located on one of $n$ disjoint lines. We will introduce two cases : the aim of the first case is to study the distribution of the lost target is symmetric around the origin point on every line of $n$ disjoint lines, while the second case we also study the distribution of the lost target which has unsymmetrical about the origin point.

In this problem, let $D_{2 j-1}\left(\right.$ or $\left.D_{2 j}\right), j=1,2, \ldots, n$ be the distances for the searchers $S_{2 j-1}\left(S_{2 j}\right)$ ), respectively, to return to the origin(if $V_{1}=V_{2}=\ldots$ $\left.\mathrm{V}_{\mathrm{n}}=1\right), \mathrm{D}_{2 j-1}\left(\right.$ or $\left.\mathrm{D}_{2 j}\right)$ represent the time, and let $\mathrm{D}(\phi)$ be the time for the searchers to return to the origins after one of them the target.

We assume that the probability of the position of the target at each point in $\left[c_{j}, \mathrm{~d}_{j}\right]$ can be calculated from a given distribution function $\mathrm{F}_{\mathrm{j}}$ ( $\mathrm{x}_{\mathrm{j}}$ ) with a density function $\mathrm{f}_{\mathrm{j}}\left(\mathrm{x}_{\mathrm{j}}\right.$ ) which is symmetric or unsymmetric about the origin of the line Lj .

## Case (1): Symmetric coordinated search for a randomly located target on the one of $\mathbf{n}$-disjoint lines

In this case we consider the searchers $\mathrm{S}_{2 \mathrm{j}-1}$ and $\mathrm{S}_{2 j} \mathrm{j}=1,2, \ldots, \mathrm{n}$ start together looking for the target from the origin point $\mathrm{O}_{\mathrm{j}}$ of the line Lj and the position of the lost target has a know symmetric distribution on every line Lj , where the symmetric distribution of the target on $\mathrm{L}_{2}$ differs from symmetric distribution of the target on and so on for other lines because the lost target has difference symmetric distributions on all lines, every two searchers $S_{2 j-1}$ and $S_{2 j}$ start together looking for the


Figure 1: The search plan $\phi=\left(\phi_{1}, \phi_{2}, \ldots, \phi_{n}\right)$ of the searchers $S_{2 j-1}$ and $S_{2 j}, j=1,2, \ldots n$.
lost target from the origin $\mathrm{O}_{\mathrm{j}}$ on the line Lj , they continuously a long in both directions of the starting point $\mathrm{O}_{\mathrm{j}}$ on the line Lj . The searcher $\mathrm{S}_{2 j-1}$ searches to the right of $O_{i}$ and goes to $a_{i 1}$ the searcher $\mathrm{S}_{2 \mathrm{i}}$ searches to the left of the starting point $O_{j}$ and goes to $b_{j 1}$, then the searcher $S_{2 j-1}$ and $\mathrm{S}_{2 \mathrm{j}}$ return to the origin point $\mathrm{O}_{\mathrm{j}}$ and tell them if they detect the target or not, in the same time. they start again from the origin point to the right and the left and they return to the origin point $\mathrm{O}_{\mathrm{j}}$ and so on until one of them detects the target. The two searchers $S_{2 i-1}$ and $S_{2 j}$ on the line Lj move with the same distances according to the probability of the position of the target, i.e., $a_{j i}=\left|b_{j i}\right|,\left(b_{j i}=-a_{j i}\right)$ where $\mathrm{a}_{\mathrm{ji}}$ refers to the distance which the searcher $S_{2 j-1}$ far from the origin of $L j$ at the beginning of the search, and $b_{j \mathrm{ji}}$ refers to the distance which the searcher $\mathrm{S}_{2 j-1}$ far from the origin of Lj at the beginning of the search.

In the following theorem we assume that $\mathrm{D}_{2 \mathrm{ij-1}}=\mathrm{D}_{2 \mathrm{j}}$ according to the symmetric distribution of the lost target on the line Lj .

## Theorem 1

The expected value of the time for the searchers to return the origins for all lines, until one of them has detects a target is given by:

$$
\begin{align*}
& E[D(\Phi)]=4 \sum_{i=1}^{\infty} \sum_{j=1}^{n} a_{j i}\left[\gamma_{j}\left(c_{j}, d_{j}\right)-F_{j}\left(a_{j(i-1)}\right)\right]  \tag{1}\\
& \text { and }  \tag{2}\\
& E[D(\Phi)]=4 \sum_{i=1}^{\infty} \sum_{j=1}^{n} b_{j i}\left[\gamma_{j}\left(c_{j}, d_{j}\right)-F_{j}\left(b_{j(i-1)}\right)\right] \\
& \text { Proof }
\end{align*}
$$

If the target is detected on the line Lj we find:
If the target lies in $\left[0, \mathrm{a}_{\mathrm{j} 1}\right]$, then $D_{2 j}=2\left|b_{j 1}\right|+2\left|b_{j 2}\right|=2 a_{j i}+2 a_{j 2}$ and so on,

If the target lies in $\left[\mathrm{b}_{\mathrm{j} 1}, 0\right]$, then $\mathrm{D}_{2 j-1}=2 \mathrm{a}_{\mathrm{j} 1}$.
If the target lies in $\left[b_{j 2}, b_{j 1}\right]$, then $D_{2 \cdot 1}=2 a_{j 1}+2 a_{j 2}$,
and so on.
Hence, we can calculate $\mathrm{E}[\mathrm{D}(\phi)$ ]as follows,

$$
\begin{aligned}
& E[D(\Phi)]=\sum_{j=1}^{n} 2 a_{j 1}\left[0, a_{j 1}\right)+\gamma_{j}\left(\mathbf{b}_{j 1}, 0\right) \\
& +\left(2 a_{j 1}+2 a_{j 2}\right)\left[\gamma_{j}\left(a_{j 1}, a_{j 2}\right)+\gamma_{j}\left(b_{j 2}, b_{j 1}\right)\right] \\
& +\left(2 a_{j 1}+2 a_{j 2}+2 a_{j 3}\right)\left[\gamma_{j}\left(a_{j 2}, a_{j 3}\right)+\gamma_{j}\left(b_{j 3}, b_{j 2}\right)\right]+ \\
& =2 a_{j i} \gamma_{j}\left(\mathbf{c}_{j}, \mathrm{~d}_{j}\right)+2 \mathrm{a}_{j 2}\left[\gamma_{j}\left(c_{j}, d_{j}\right)-\gamma_{j}\left(\mathrm{~b}_{j 1}, \mathrm{a}_{j 1}\right)\right] \\
& +2 a_{j 3}\left[\gamma_{j}\left(\mathbf{c}_{j}, \mathrm{~d}_{j}\right)-\gamma_{j}\left(b_{j 2}, a_{j 2}\right)\right]+\ldots . \\
& =\sum_{j=1}^{n}\left\{2 a_{j 1}\left[\begin{array}{l}
\gamma_{j}\left(0, a_{j 1}\right)+\gamma_{j}\left(a_{j 1}, a_{j 2}\right)+\gamma_{j}\left(a_{j 2}, a_{j 3}\right)+\ldots \\
+\gamma_{j}\left(b_{j 1}, 0\right)+\gamma_{j}\left(b_{j 2}, \mathbf{b}_{j 1}\right)+\gamma_{j}\left(\mathrm{~b}_{j 3}, \mathrm{~b}_{j 2}\right) \ldots . .
\end{array}\right]\right. \\
& +2 a_{j 2}\left[\begin{array}{l}
\gamma_{j}\left(\mathrm{a}_{j 1}, a_{j 2}\right)+\gamma_{j}\left(\mathrm{a}_{j 2}, a_{j 3}\right)+\ldots . \\
+\gamma_{j}\left(\mathrm{~b}_{j 2}, \mathrm{~b}_{j 1}\right)+\gamma_{j}\left(b_{j 3}, \mathrm{~b}_{j 2}\right)+\ldots
\end{array}\right] \\
& +2 a_{j 3}\left[\begin{array}{l}
\gamma_{j}\left(\mathrm{a}_{j 2}, a_{j 3}\right)+\gamma_{j}\left(\mathrm{a}_{j 3}, a_{j 4}\right)+\ldots \\
+\gamma_{j}\left(\mathrm{~b}_{j 3}, \mathrm{~b}_{j 2}\right)+\gamma_{j}\left(\mathrm{~b}_{j 4}, \mathrm{~b}_{j 3}\right)
\end{array}\right] \\
& =\sum_{j=1}^{n}\left\{2 \mathrm{a}_{j 1} \gamma_{j}\left(c_{j}, \mathrm{~d}_{j}\right)+2 \mathrm{a}_{j 2}\left[\begin{array}{l}
\gamma_{j}\left(\mathrm{c}_{j}, \mathrm{~d}_{j}\right)-\gamma_{j}\left(\mathrm{~b}_{j 1}, a_{j 1}\right)+ \\
2 a_{j 3}\left[\gamma_{j}\left(\mathrm{c}_{j}, \mathrm{~d}_{j}\right)-\gamma_{j}\left(\mathrm{~b}_{j 2}, a_{j 2}\right)+\ldots\right]
\end{array}\right]\right\} \\
& =2 \sum_{i=1}^{\infty} \sum_{j=1}^{n} a_{j i}\left[\gamma_{j}\left(c_{j}, d_{j}\right)-\gamma_{j}\left(b_{j(i-1)}, a_{j(i-1)}\right)\right] \\
& =2 \sum_{i=1}^{\infty} \sum_{j=1}^{n} a_{j i}\left[\gamma_{j}\left(c_{j}, d_{j}\right)-F_{j}\left(a_{j(i-1)}+F_{j}\left(\mathbf{b}_{j(i-1)}\right)\right]\right. \\
& =2 \sum_{i=1}^{\infty} \sum_{j=1}^{n} a_{i j}\left[\gamma_{j}\left(c_{j}, d_{j}\right)-F_{j}\left(a_{j(i-1)}+F_{j}\left(-a_{j(i-1)}\right)\right]\right.
\end{aligned}
$$

From the properties of the symmetric distribution, we can say that its cumulative distribution function satisfies

$$
\gamma_{j}\left(c_{j} \mathrm{~d}_{\mathrm{j}}\right)-\mathrm{F}_{\mathrm{j}}(\mathrm{x})=\mathrm{F}_{\mathrm{j}}(-\mathrm{x}), \mathrm{x} \geq 0
$$

Then

$$
E[D(\Phi)]=4 \sum_{i=1}^{\infty} \sum_{j=1}^{n} a_{j 1}\left[\gamma_{j}\left(\mathrm{c}_{j}, \mathrm{~d}_{j}\right)-F_{j}\left(\mathrm{a}_{j(i-1)}\right]\right.
$$

By similar way we can prove equation (2).

## Special cases

Case 1: if $\mathrm{n}=1$ from (1) we have:

$$
E[D(\Phi)]=4 \sum_{i=1}^{\infty} a_{i}\left(1-\mathrm{F}\left(a_{(i-1)}\right)\right)
$$

## Case 2

If the target is located according to a known symmetric distribution on one of two disjoint lines $\mathrm{L}_{1}$ and $\mathrm{L}_{2}$, where the distribution of the lost target is the same on lines $\mathrm{L}_{1}$ and $\mathrm{L}_{2}$ we can get:
$E[D(\Phi)]=4 \sum_{i=1}^{\infty} a_{1 i}\left[\gamma_{1}\left(c_{1}, \mathrm{~d}_{1}\right)-F_{1}\left(a_{1(i-1)}\right)+4 \sum_{i=1}^{\infty} a_{2 i}\left[\gamma_{2}\left(\mathrm{c}_{2}, \mathrm{~d}_{2}\right)-\mathrm{F}_{2} a_{20 i-1}\right]\right]$
We obtain the same results see [19].

## Definition

$$
\begin{aligned}
& \text { If } \Phi=\left(\Phi_{1}, \Phi_{2}, \ldots \Phi_{n}\right) \in \widehat{\Phi} \\
& E[D(\Phi)]=\inf \{\mathrm{E}[D(\Phi) ; \Phi \in \widehat{\Phi}]\}
\end{aligned}
$$

Where $\Phi$ is the set of all search plan.

## Theorem 2

Let $\mathrm{F}_{i}\left(\mathrm{x}_{\mathrm{i}}\right)$ be the distribution function of a continuous random variable $\mathrm{x}_{\mathrm{j}}$ with a density function $\mathrm{f}_{\mathrm{j}}\left(\mathrm{x}_{\mathrm{j}}\right)$ and if $\Phi=\left(\Phi_{1}, \Phi_{2}, \ldots \Phi_{n}\right) \in \bar{\Phi}$ is an optimal search plan, then:

$$
\begin{equation*}
a_{j(i+1)}=\frac{\gamma_{1}\left(c_{j}, d_{j}\right)-F_{j}\left(a_{j(i-1)}\right)}{f_{j}\left(a_{j i}\right)} \quad i=1,2, \ldots \quad j=1,2, \ldots, \ldots n \tag{3}
\end{equation*}
$$

And

$$
\begin{equation*}
b_{j(i+1)}=\frac{\gamma_{1}\left(c_{j}, d_{j}\right)-F_{j}\left(b_{j(i-1)}\right)}{f_{j}\left(b_{j i}\right)} i=1,2, \ldots \quad j=1,2, \ldots, \ldots n \tag{4}
\end{equation*}
$$

## Proof

From (1) we have:

```
E[D(\Phi)}]=4\mp@subsup{\sum}{l=1}{n}\mp@subsup{\sum}{i=1}{n}\mp@subsup{a}{j}{}[\mp@subsup{\gamma}{1}{}(\mp@subsup{c}{j}{\prime},\mp@subsup{d}{j}{})-\mp@subsup{F}{j}{}(\mp@subsup{a}{i(t-1)}{})
```




```
        \cdots.+\mp@subsup{\textrm{a}}{12}{}[\mp@subsup{\gamma}{2}{}(\mp@subsup{c}{2}{},\mp@subsup{d}{2}{})-\mp@subsup{F}{2}{}(0)]+\mp@subsup{\textrm{a}}{22}{}[\mp@subsup{\gamma}{2}{}(\mp@subsup{c}{2}{},\mp@subsup{d}{2}{})-\mp@subsup{F}{2}{}(\mp@subsup{a}{2}{})]+\mp@subsup{\textrm{a}}{23}{}[\mp@subsup{\gamma}{2}{}(\mp@subsup{c}{2}{},\mp@subsup{d}{2}{})-\mp@subsup{F}{2}{}(\mp@subsup{a}{2}{})]+\ldots+\mp@subsup{\textrm{a}}{3}{}[\mp@subsup{\gamma}{3}{}(\mp@subsup{c}{3}{},\mp@subsup{d}{3}{})-\mp@subsup{F}{3}{}(0)]
```

$\left.+\mathrm{a}_{32}\left[r_{3}\left(c_{3}, d_{3}\right)-F_{3}\left(a_{31}\right)\right]+\mathrm{a}_{32}\left[r_{3}\left(c_{3}, d_{3}\right)-F_{3}\left(a_{32}\right)\right]+\ldots\right\}$

Hence, we can get the following:
$\frac{\partial E(D(\Phi))}{\partial a_{11}}=4\left\{\gamma_{1}\left(c_{1}, d_{1}\right)-\mathrm{F}_{1}(0)-\mathrm{a}_{12} f(0)-\mathrm{a}_{12} f\left(a_{11}\right)\right\}=0$
Which leads to
$\gamma_{1}\left(c_{1}, d_{1}\right)-F_{1}(0)=a_{12} f_{1}\left(a_{11}\right)$
$a_{12}=\frac{\gamma_{1}\left(c_{1}, d_{1}\right)-F_{1}(0)}{f_{1}\left(a_{11}\right)}$
Also,
$\frac{\partial E(D(\Phi))}{\partial a_{12}}=4\left\{\gamma_{1}\left(c_{1}, d_{1}\right)-\mathrm{F}_{1}\left(a_{11}\right)-\mathrm{a}_{13} f_{1}\left(a_{12}\right)\right\}=0$
$\gamma_{1}\left(c_{1}, d_{1}\right)-F_{1}\left(a_{11}\right)=a_{13} f_{1}\left(a_{12}\right)$
due to
$a_{13}=\frac{\gamma_{1}\left(c_{1}, d_{1}\right)-F_{1}\left(a_{11}\right)}{f_{1}\left(a_{12}\right)}$
And so on, we can get
$a_{j(i+1)}=\frac{\gamma_{1}\left(c_{j}, d_{j}\right)-F_{j}\left(a_{j(i-1)}\right)}{f_{j}\left(a_{j i}\right)} \quad i=1,2, \ldots \quad j=1,2, \ldots, \ldots n$
By similar way we can prove equation (4).

## Theorem 3

If $\Phi=\left(\Phi_{1}, \Phi_{2}, \ldots \Phi_{n}\right) \in \Phi$ is an optimal search plan, then:
$f_{j}\left(a_{j(i+1)}\right)<f_{j}\left(a_{j i}\right) \quad \forall_{i} \geq 1, j=1,2, \ldots . n$
And
$f_{j}\left(b_{j(i+1)}\right)<f_{j}\left(b_{j i}\right) \quad \forall_{i} \geq 1, j=1,2, \ldots . n$

## Proof

We obtain from (3) and further from the definition of the search plan:
$f_{j}\left(a_{j i}\right)=\frac{\gamma_{j}\left(c_{j}, d_{j}\right)-F_{j}\left(a_{j(i-1)}\right)}{a_{j(i+1)}} ; i \geq 3$
Thus, on the line $\mathrm{L}_{1}$ we can get:
$f_{j}\left(a_{1 i}\right)=\frac{\gamma_{1}\left(c_{1}, d_{1}\right)-F_{1}\left(a_{1(i-1)}\right)}{a_{1(i+1)}} ; i \geq 3$
$f_{j}\left(a_{12}\right)=\frac{\gamma_{1}\left(c_{1}, d_{1}\right)-F_{1}\left(a_{11}\right)}{a_{13}} ; \mathrm{j}=1, i=2$
And
$f_{j}\left(a_{11}\right)=\frac{\gamma_{1}\left(c_{1}, d_{1}\right)-F_{1}(0)}{a_{12}} ; \mathrm{j}=1, i=1$
But
$\gamma_{1}\left(\mathrm{c}_{1}, \mathrm{~d}_{1}\right)-\mathrm{F}_{1}(0)>\gamma_{1}\left(\mathrm{c}_{1}, \mathrm{~d}_{1}\right)-\mathrm{F}_{1}\left(\mathrm{a}_{11}\right)>\ldots . .>\gamma_{1}\left(\mathrm{c}_{1}, \mathrm{~d}_{1}\right)-\mathrm{F}_{1}\left(\mathrm{a}_{1(\mathrm{i}-1)}\right) ; i \geq 3$
and $\mathrm{a}_{12}<\mathrm{a}_{13}<\ldots .<\mathrm{a}_{1(\mathrm{i}-1)}$
Hence:
$\frac{\gamma_{1}\left(c_{1}, d_{1}\right)-F_{1}(0)}{a_{12}}>\frac{\gamma_{1}\left(c_{1}, d_{1}\right)-F_{1}\left(a_{11}\right)}{a_{13}}>\ldots . .>\frac{\gamma_{1}\left(c_{1}, d_{1}\right)-F_{1}\left(a_{1(i-1)}\right)}{a_{1(i+1)}}$
Thus,
$F_{1}\left(\mathrm{a}_{11}\right)>f_{1}\left(\mathrm{a}_{12}\right)>\ldots>f_{1}\left(\mathrm{a}_{1 \mathrm{i}}\right), \mathrm{i} \geq 3$ and $\mathrm{j}=1,2, \ldots \mathrm{n}$
By the same steps, we get the following at the line $L_{j}$;
$\gamma_{j}\left(\mathrm{a}_{11}\right)>f_{1}\left(\mathrm{a}_{12}\right)>\ldots . .>f_{1}\left(\mathrm{a}_{1 \mathrm{i}}\right), \mathrm{i} \geq 3$, and $\mathrm{j}=1,2, \ldots \mathrm{n}$
By the same steps, we get the following at the line $L_{j}$;
$\gamma_{j}\left(\mathrm{c}_{\mathrm{j}} \mathrm{d}_{\mathrm{j}}\right)-\mathrm{F}_{\mathrm{j}}(0)>\gamma_{j}\left(\mathrm{c}_{\mathrm{j}} \mathrm{d}_{\mathrm{j}}\right)-\mathrm{F}_{\mathrm{j}}\left(\mathrm{a}_{\mathrm{j} 1}\right)>\ldots . \gamma_{\mathrm{j}}\left(\mathrm{c}_{\mathrm{j}} \mathrm{d}_{\mathrm{j}}\right)-\mathrm{F}_{\mathrm{j}}\left(\mathrm{a}_{\mathrm{j}(\mathrm{i}-1)}\right) ; \mathrm{i} \geq 3$

Hence
$\frac{\gamma_{j}\left(c_{j}, d_{j}\right)-F_{j}(0)}{a_{j 2}}>\frac{\gamma_{j}\left(c_{j}, d_{j}\right)-F_{j}\left(a_{j 1}\right)}{a_{j 3}}>\ldots \ldots>\frac{\gamma_{j}\left(c_{j}, d_{j}\right)-F_{j}\left(a_{j(i-1)}\right)}{a_{j(i+1)}}$
Thus;
$F_{1}\left(\mathrm{a}_{j 2}\right)>f_{1}\left(\mathrm{a}_{\mathrm{j} 3}\right)>\ldots .>f_{\mathrm{j}}\left(\mathrm{a}_{\mathrm{j}(\mathrm{i}+1)}\right)$,
Therefore:
$f_{j}\left(a_{j(i+1)}\right)<f_{j}\left(a_{j i}\right) \quad \forall_{i} \geq 1, j=1,2, \ldots . n$
By similar way we can prove equation (6).

## Theorem 4

If $X_{i}$ the position of the target on the line $L_{i}$, which have the uniform distribution with the probability density function:
$f_{j}\left(x_{j}\right)=\frac{1}{2 k_{j}} ;-k_{j} \leq x_{j} \leq k_{j} \quad j=1,2, \ldots . n$
Then
$\mathrm{E}[\mathrm{D}(\phi)]=2 \mathrm{k}_{\mathrm{j}}$.

## Proof

The searchers $\mathrm{S}_{2 j-1}$ and $\mathrm{S}_{2 \mathrm{j}}$ start together from the origin of the line $\mathrm{L}_{\mathrm{j}}$. Let $\phi_{\mathrm{jr}}=\left(\phi_{1 \gamma}, \phi_{2 \gamma}, \ldots . ., \phi_{\mathrm{n} \gamma}\right) \in \phi_{0}$ be a search plans and $\mathrm{E}\left[\mathrm{D}\left(\phi_{\gamma}\right)\right] ; \gamma=1,2,3$,
$\mathrm{J}=1,2, \ldots \mathrm{n}$.

1. suppose that $\phi_{j 1}$ consists of the points $\left\{-\mathrm{k}_{j}, 0, \mathrm{k}_{\mathrm{j}}\right\}$

If $0<x_{j} \leq k_{j}$, then $D_{2 j}=2 k_{j}$
If $-\mathrm{k}_{\mathrm{j}} \leq \mathrm{x}_{\mathrm{j}}<0$, thenD $\mathrm{D}_{2 \mathrm{j}-1}=2 \mathrm{k}_{\mathrm{j}}$
Hence, the expectation can be obtained as follows:
$E\left[D\left(\Phi_{j 1}\right)\right]=\frac{1}{2 k_{j}}\left(\int_{0}^{k_{j}} 2 k_{j} d x+\int_{-k_{j}}^{0} 2 k_{j} d x=2 k_{j}\right)$
2. Suppose that $\phi_{j 2}$ consists of the points $\left\{-\mathrm{k}_{\mathrm{p}}-\mathrm{a}_{\mathrm{j} 1}, \mathrm{a}_{\mathrm{j} 1}, \mathrm{k}_{\mathrm{j}}\right\}$

If $0<\mathrm{x}_{\mathrm{j}} \leq \mathrm{a}_{\mathrm{j} 1}$ Then $\mathrm{D}_{2 \mathrm{j}}=2 \mathrm{a}_{\mathrm{j} 1}$,
If $\mathrm{a}_{\mathrm{j} 1}<\mathrm{x}_{\mathrm{j}} \leq \mathrm{k}_{\mathrm{j}}$ then $\mathrm{D}_{2 \mathrm{j}}=2 \mathrm{a}_{\mathrm{j} 1}+2 \mathrm{k}_{\mathrm{j}}$
If $-\mathrm{a}_{\mathrm{j} 1} \leq \mathrm{x}_{\mathrm{j}}<0$, then $\mathrm{D}_{2 j-1}=2 \mathrm{a}_{\mathrm{j} 1}$
If $-\mathrm{k}_{\mathrm{j}} \leq \mathrm{x}_{\mathrm{j}}<-\mathrm{a}_{\mathrm{j} 1}$, then $\mathrm{D}_{2 \mathrm{j}-1}=2 \mathrm{a}_{\mathrm{j} 1}+2 \mathrm{k}_{\mathrm{j}}$
Hence, the expectation can be obtained as follows:
$E\left[D\left(\Phi_{j 2}\right)\right]=\frac{2}{2 k_{j}}\left(\int_{0}^{a_{j 1}} 2 a_{j 1} d x+\int_{a_{j 1}}^{k_{j}}\left(2 \mathrm{a}_{j 1}+2 \mathrm{k}_{j}\right) \mathrm{dx}\right)=2 k_{j}$
3. Suppose that $\phi_{j 3}$ consists of the points $\left\{-\mathrm{k}_{\mathrm{j}}-\mathrm{a}_{\mathrm{j} 2}-\mathrm{a}_{\mathrm{j} 1}, 0, \mathrm{a}_{\mathrm{j} 1}, \mathrm{a}_{\mathrm{j} 2}, \mathrm{k}_{\mathrm{j}}\right\}$

If $0<x_{j} \leq a_{j 1}$ Then $D_{2 j}=2 a_{j 1}$,
If $\mathrm{a}_{\mathrm{j} 1}<\mathrm{x}_{\mathrm{j}} \leq \mathrm{a}_{\mathrm{j} 2}$, then $\mathrm{D}_{2 \mathrm{j}}=2 \mathrm{a}_{\mathrm{j} 1}+2 \mathrm{a}_{\mathrm{j} 2}$
If $\mathrm{a}_{\mathrm{ij} 2}<\mathrm{x}_{\mathrm{j}} \leq \mathrm{k}_{\mathrm{j}}$ then $\mathrm{D}_{2 \mathrm{j}}=2 \mathrm{a}_{\mathrm{j} 1}+2 \mathrm{a}_{\mathrm{j} 2}+2 \mathrm{k}_{\mathrm{j}}$
If $-\mathrm{aj}_{1} \leq \mathrm{x}_{\mathrm{j}}<0$, then $\mathrm{D}_{2 \mathrm{j}-1}=2 \mathrm{a}_{\mathrm{j} 1}$
If $-a_{j 2} \leq x_{j}<-a_{j 1}$, then $D_{2 j-1}=2 a_{j 1}$
If $-\mathrm{k}_{\mathrm{j}} \leq \mathrm{x}_{\mathrm{j}}<-\mathrm{a}_{\mathrm{j} 2}$ then $\mathrm{D}_{2 \mathrm{j}-1}=2 \mathrm{a}_{\mathrm{j} 1}+2 \mathrm{a}_{\mathrm{j} 2}+2 \mathrm{k}_{\mathrm{j}}$.
Hence, the expectation can be obtained as follows

$$
\begin{aligned}
E\left[D\left(\Phi_{j 3}\right)\right] & =\frac{2}{2 k_{j}}\left(\int_{0}^{a_{j 1}} 2 a_{j 1} d x+\int_{a_{j 1}}^{k_{j}}\left(2 \mathrm{a}_{j 1}+2 a_{j 2}\right) \mathrm{dx}+\int_{a_{j 2}}^{k_{j}}\left(2 a_{j 1}+2 a_{j 2}+2 k_{j}\right) \mathrm{dx}\right) \\
& =2 k_{j}+2 a_{j 1}\left(\frac{a_{j 2}}{k_{j}}\right)
\end{aligned}
$$

Hence, the optimal search plans are $\Phi_{1}$ or $\phi_{2}$ for any $0<\mathrm{a}_{\mathrm{j} 1}<\mathrm{k}_{\mathrm{j}}$.

## Note that-

If $\mathrm{k}_{\mathrm{j}}=1$ then we obtain the same results of Diana [22].

## Example 1

Let ( $n=2$ ), then we have two disjoint lines $L_{1}$ and $L_{2}$ and four searchers $S_{1}, S_{2}, S_{3}$ and $S_{4}$ each of them start together from the origin.

If $X_{1}$ the position of the target on the line, which has the uniform distribution with the probability density function

$$
f_{1}\left(x_{1}\right)=\frac{1}{12} ;-6 \leq x_{1} \leq 6 \quad \text { where } c_{1}=-3 \text { and } d_{1}=3
$$

And $X_{2}$ the position of the target on the line $L_{2}$, which has the uniform distribution with the probability density function

$$
f_{2}\left(x_{2}\right)=\frac{1}{8} ;-40 \leq x_{2} \leq 4 \quad \text { where } c_{2}=-2 \text { and } d_{2}=2
$$

We have the following search plans $\phi_{\mathrm{jr}}=\left(\Phi_{1 \gamma}, \Phi_{2 \gamma}\right) \in \Phi_{0}$ and $\mathrm{E}\left[\mathrm{D}\left(\phi_{\gamma}\right)\right] ; \gamma=1,2,3$.

1. suppose that $\phi_{11}$ consists of the points $\{-3,0,3\}$ and $\phi_{21}$ consists of the points $\{-2,0,2\}$

If $0<x_{1} \leq 3, \quad$ then $D_{2}=6$
If $-3 \leq x_{1}<0, \quad$ then $D_{1}=6$
If $0<x_{2} \leq 2$, then $D_{3}=4$
If $-2 \leq x_{2}<0 \quad$ then $D_{3}=4$
Hence, the expectation can be obtained as follows

$$
E[D(\Phi)]=6\left(\int_{0}^{3} \frac{1}{12} d x_{1}+\int_{-3}^{0} \frac{1}{12} \mathrm{dx} x_{1}\right)+4\left(\int_{0}^{2} \frac{1}{8} d x_{2}+\int_{-2}^{0} \frac{1}{8} d x_{2}\right)=5
$$

2. suppose that $\phi_{12}$ consists of the points\{-3,-2,0,2,3\} and $\phi_{22}$ consists of the points $\{-2,-1,0,1,2\}$

| If $0<x_{1} \leq 2$, | then $D_{2}=4$ |
| :--- | :--- |
| If $2<x_{1} \leq 3$, | then $D_{2}=10$ |
| If $-2 \leq x_{1}<0$, | then $D_{1}=4$ |
| If $-3 \leq x_{1}<-2$, | then $D_{1}=10$ |
| If $0<x_{2} \leq 1$, | then $D_{4}=2$ |
| If $1<x_{2}<2$, | then $D_{4}=6$ |
| If $-1 \leq x_{2}<0$, | then $D_{3}=2$ |
| If $-2 \leq x_{2}<-1$, | then $D_{3}=6$ |

Hence, the expectation can be obtained as follows:

$$
\begin{aligned}
E[D(\Phi)]= & 4 \int_{0}^{2} \frac{1}{12} d x_{1}+10 \int_{-3}^{0} \frac{1}{12} \mathrm{~d} x_{1}+4 \int_{-2}^{0} \frac{1}{12} d x_{1}+10 \int_{-3}^{-2} \frac{1}{12} d x_{1} \\
& +2 \int_{0}^{1} \frac{1}{8} d x_{2}+6 \int_{1}^{2} \frac{1}{8} d x_{2}+2 \int_{-1}^{0} \frac{1}{8} d x_{2}+6 \int_{-2}^{-1} \frac{1}{8} d x_{2}=5
\end{aligned}
$$

3. suppose that $\phi_{13}$ consists of the points $\{-3,-2,-1,0,1,2,3\}$ and $\phi_{23}$ consists of the points $\{-2,-1,-0.5,0,0.5,1,2\}$

If $0<x_{1} \leq 1, \quad$ then $D_{2}=2$,

$$
\begin{array}{ll}
\text { If } 1<x_{1} \leq 2, & \text { then } D_{2}=6 \\
\text { If } 2<x_{1} \leq 3, & \text { then } D_{2}=12 \\
\text { If }-1 \leq x_{1}<0, & \text { then } D_{1}=2 \\
\text { If }-2 \leq x_{1}<-1, & \text { then } D_{1}=6 \\
\text { If }-3 \leq x_{1}<-2, & \text { then } D_{1}=12 \\
\text { If } 0<x_{2} \leq 0.5, & \text { then } D_{4}=1, \\
\text { If } 0.5<x_{2} \leq 1, & \text { then } D_{4}=3 \\
\text { If } 1<x_{2} \leq 2, & \text { then } D_{4}=7 \\
\text { If }-0.5 \leq x_{2}<0 & \text { then } D_{3}=1 \\
\text { If }-1 \leq x_{2}<-0.5, & \text { then } D_{3}=3 \\
\text { If }-2 \leq x_{2}<-1 & \text { then } D_{3}=7
\end{array}
$$

Hence, the expectation can be obtained as follows

$$
\begin{aligned}
E[D(\Phi)]= & 2 \int_{0}^{1} \frac{1}{12} d x_{1}+6 \int_{1}^{2} \frac{1}{12} \mathrm{~d} x_{1}+12 \int_{2}^{3} \frac{1}{12} d x_{1}+2 \int_{-3}^{-2} \frac{1}{12} d x_{1} \\
& +6 \int_{-2}^{-1} \frac{1}{12} d x_{1}+12 \int_{-3}^{-2} \frac{1}{12} d x_{1}+2 \int_{0}^{0.5} \frac{1}{8} d x_{2}+3 \int_{0.5}^{-1} \frac{1}{8} d x_{2}=5 \\
& +7 \int_{-2}^{-1} \frac{1}{8} d x_{2}+\int_{-0.5}^{0} \frac{1}{8} d x_{2}+3 \int_{-1}^{-0.5} \frac{1}{8} d x_{2}+7 \int_{-2}^{-1} \frac{1}{8} d x_{2}=6.08333333
\end{aligned}
$$

Hence, the optimal search plans are $\phi_{11}$ or $\phi_{22}$.

## Case (2)

Un-symmetric coordinated search for a randomly located target on the one of $n$ disjoint lines.

This case concerned with the coordinated search that is the position of the lost target has an un-symmetric distribution, it means that each searchers $S_{2 j-1}$ and $S_{2 j}$ of them starts looking for the target from the origin on $L_{j}$. They move with different distances according to the probability of the position of the lost target on the line $L_{j}$. The target is the same randomly located according to a known un-symmetric distribution on all lines with different distances. It means that the distance which the searchers $S_{2 j-1}$ of the all line are equal, and the distance which the searchers $S_{2 j}$ of the all line are equal.

We assume that the time which the searcher $S_{2 j-1}$ equal to $D_{2 j-1}$ and the time which the searcher $S_{2 j}$ equal to $D_{2 j}$ on the line $L_{j}$. In the following theorem, we assume each case when $D_{2 j-1}<D_{2 j}$ or $D_{2 j}>D_{2 j-1}$ according to the un-symmetric distribution of the lost target.

## Theorem 5

The expected value of the time for the searchers to return to the origins, until one of them has found a target is given by:

$$
a_{j i}\left[1-\gamma_{1}\left(b_{j(i-1)}, \mathrm{a}_{j(i-1)}\right)-2 \sum_{i=1}^{\infty} \sum_{j=1}^{n}\left\{\mathrm{~b}_{j i}\left[1-\gamma_{j}\left(b_{j(i-1)}, a_{j(i-1)}\right)\right]\right\}\right], i, j \geq 1
$$

## Proof

1. If $D_{2 j-1}>D_{2 j}$ in this case we use the greater time $D_{1}$ as the time of finding the target in the following we find:

If the target lies in $\left[0, a_{j 1}\right]$, then $D_{2 j-1}=2 a_{j 1}$
If the target lies in $\left[a_{j 1}, a_{j 2}\right]$, then $D_{2 j-1}=2\left[a_{j 1}+a_{j 2}\right]$
If the target lies in $\left[a_{j 2}, a_{j 3}\right]$,then, $D_{2 j-1}=2\left[a_{j 1}+a_{j 2}+a_{j 3}\right]$
and so on.

If the target lies in $\left[b_{j 11} 0\right]$ then $D_{2 j-1}=2 a_{j 1}$.
If the target lies in $\left[b_{j 2}{ }_{2} b_{j 1}\right]$ then $D_{2 j-1}=2\left[a_{j 1}+a_{j 2}\right]$
If the target lies in $\left[b_{j 3}, b_{j 2}\right]$ then $D_{2 j-1}=2\left[a_{j 1}+a_{j 2}+a_{j 3}\right]$
and so on.
2. If $\mathrm{D}_{2 j}>\mathrm{D}_{2 j-1}$ in this case we use the greater time $\mathrm{D}_{2}$ as the time of finding the target in the following we find:

If the target lies in $\left[0, \mathrm{a}_{\mathrm{j} 1}\right]$, then $\mathrm{D}_{2 j}>\mathrm{D}_{2 j-1}=-2 \mathrm{~b}_{\mathrm{j} 1}$.
If the target lies in $\left[a_{j 1}, a_{j 2}\right]$, then $D_{2 j}>D_{2 j-1}=-2\left[b_{j 1}+b_{j 2}\right]$
If the target lies in $\left[a_{j 2}, a_{j 3}\right]$, then $D_{2 j}>D_{2 j-1}=-2\left[b_{j 1}+b_{j 2}+b_{j 3}\right]$
and so on.
If the target lies in $\left[b_{j 11}, 0\right]$, then $D_{2>}>D_{2 j-1}=-2 b_{j 1}$
If the target lies in $\left[\mathrm{b}_{\mathrm{j} 2} \mathrm{~b}_{\mathrm{j} 1}\right]$, then $\mathrm{D}_{2 j}>\mathrm{D}_{2 j-1}=-2\left[\mathrm{~b}_{\mathrm{j} 1}+\mathrm{b}_{\mathrm{j} 2}\right]$
If the target lies in $\left[b_{j 2}, b_{j 3}\right]$,then $D_{2 j}>D_{2 j-1}=-2\left[b_{j 1}+b_{j 2}+b_{j 3}\right]$ and so on.

According to our assumption that the position of the target has an un-symmetric distribution. Hence,

$$
\begin{aligned}
& E[D(\Phi)]=\sum_{j=1}^{n}\left\{2 \mathrm{a}_{j 1} \gamma_{j}\left(0, a_{j 1}\right)+2\left[a_{j 1}+a_{j 2}\right] \gamma_{j}\left(a_{j 1}, a_{j 2}\right)\right\} \\
& +2\left[\mathrm{a}_{j 1}+\mathrm{a}_{j 2}+\mathrm{a}_{j 3}\right] \gamma_{j}\left(a_{j 2}, a_{j 3}\right)+\ldots \\
& +2 a_{j 1} \gamma_{j}\left(b_{j 1}, 0\right)+2\left[a_{j 1}+\mathrm{a}_{j 2}\right] \gamma_{j}\left(b_{j 2}, b_{j 1}\right) \\
& +2\left[\mathrm{a}_{\mathrm{j} 1}+\mathrm{a}_{j 2}+\mathrm{a}_{j 3}\right] \gamma_{j}\left(b_{j 3}, b_{j 2}\right)+\ldots . \\
& -2 b_{j 1} \gamma_{j}\left(0, a_{j 1}\right)-2\left[b_{j 1}+b_{j 2}\right] \gamma_{j}\left(a_{j 1}, a_{j 2}\right) \\
& -2\left[b_{j 1}+b_{j 2}+b_{j 3}\right] \gamma_{j}\left(a_{j 2}, a_{j 3}\right)-\ldots . \\
& -2 b_{j 1} \gamma_{j}\left(b_{j 1}, 0\right)-2\left[b_{j 1}+b_{j 2}\right] \gamma_{j}\left(b_{j 2}, b_{j 1}\right) \\
& \left.-2\left[b_{j 1}+b_{j 2}+b_{j 3}\right] \gamma_{j}\left(b_{j 3}, b_{j 2}\right)-\ldots \ldots .\right\} \\
& =\sum_{j=1}^{n}\left\{2 \mathbf{a}_{j 1}\left[\begin{array}{l}
\gamma_{j}\left(0, a_{j 1}\right)+\gamma_{j}\left(a_{j 1}, a_{j 2}\right)+\gamma_{j}\left(a_{j 2}, a_{j 3}\right)+\ldots . \\
+\gamma_{j}\left(b_{j 1}, 0\right)+\gamma_{j}\left(b_{j 2}, b_{j 1}\right)+\gamma_{j}\left(b_{j 3}, b_{j 2}\right)+\ldots
\end{array}\right] ;\right. \\
& +2 a_{j 2}\left[\begin{array}{l}
\gamma_{j}\left(a_{j 1}, a_{j 2}\right)+\gamma_{j}\left(a_{j 2}, a_{j 3}\right)+\ldots \\
+\gamma_{j}\left(b_{j 2}, b_{j 1}\right)+\gamma_{j}\left(b_{j 3}, b_{j 2}\right)+\ldots
\end{array}\right] \\
& +2 a_{j 3}\left[\begin{array}{l}
\gamma_{j}\left(a_{j}, a_{j 3}\right)+\gamma_{j}\left(a_{j 3}, a_{j 4}\right)+\ldots \\
+\gamma_{j}\left(b_{j 3}, b_{j 2}\right)+\gamma_{j}\left(b_{j 4}, b_{j 3}\right)+\ldots
\end{array}\right] \\
& -2 b_{j 1}\left[\begin{array}{l}
\gamma_{j}\left(0, a_{j 1}\right)+\gamma_{j}\left(a_{j 1}, a_{j 2}\right)+\gamma_{j}\left(a_{j 2}, a_{j 3}\right)+\ldots \\
\gamma_{j}\left(b_{j 1}, 0\right)+\gamma_{j}\left(b_{j 2}, b_{j 1}\right)+\gamma_{j}\left(b_{j 3}, b_{j 2}\right)+\ldots .
\end{array}\right] \\
& -2 b_{j 2}\left[\begin{array}{l}
\gamma_{j}\left(\mathrm{a}_{j 1}, a_{j 2}\right)+\gamma_{j}\left(a_{j 2}, a_{j 3}\right)+\ldots \\
\gamma_{j}\left(b_{j 2}, b_{j 1}\right)+\gamma_{j}\left(b_{j 3}, b_{j 2}\right)+\ldots .
\end{array}\right] \\
& -2 b_{j 3}\left[\begin{array}{l}
\gamma_{j}\left(\mathrm{a}_{j 2}, a_{j 3}\right)+\gamma_{j}\left(a_{j 3}, a_{j 4}\right)+\ldots \\
\gamma_{j}\left(b_{j 3}, \mathrm{~b}_{j 2}\right)+\gamma_{j}\left(b_{j 4}, b_{j 3}\right)+\ldots .
\end{array}\right]
\end{aligned}
$$

$$
\begin{aligned}
& \left.=\sum_{j=1}-2 b_{j 1}-2 b_{j 2}\left[1-\gamma_{j}\left(b_{j 1}, a_{j 1}\right)-2 b_{j 3}\left[1-\gamma_{j}\left(b_{j 2}, a_{j 2}\right)\right]-\ldots\right]\right\} \\
& =2 \sum_{i=1}^{\infty} \sum_{j=1}^{n}\left\{\mathrm{a}_{j 1}\left[1-\gamma_{j}\left(b_{j(i-1)}, a_{j(i-1)}\right)\right]\right\}-2 \sum_{i=1}^{\infty} \sum_{j=1}^{n}\left\{\mathrm{~b}_{j i}\left[1-\gamma_{j}\left(b_{j(i-1)}, a_{j(i-1)}\right)\right]\right\}
\end{aligned}
$$

## Special cases

## Case 1

If the target is located on one line and has un-symmetric distribution around $\mathrm{a}_{0}=\mathrm{b}_{0}=0$ in relation (7) we find :
$E[D(\Phi)]=\sum_{j=1}^{n} \mathrm{a}_{i}\left[1-\gamma\left(b_{(i-1)}, a_{(\mathrm{i}-1)}\right)\right]-2 \sum_{i=1}^{\infty}\left\{\mathrm{b}_{i}\left(1-\gamma\left(b_{(\mathrm{i}-1)}, a_{(\mathrm{i}-1)}\right)\right)\right\}$

## Case 2

If the target is located according to an un symmetric distribution on one of two disjoint lines $L_{1}$ and $L_{2}$, we have four searchers start together from the origin then we can get :

$$
E[D(\Phi)]=\sum_{j=1}^{n} \mathrm{a}_{i}\left[1-\gamma_{1}\left(b_{(\mathrm{i}-1)}, a_{(\mathrm{i}-1)}\right)\right]-\gamma_{2}\left(b_{(\mathrm{i}-1)}, a_{(\mathrm{i}-1)}\right)
$$

## Theorem 6

Let $\mathrm{F}_{j}(\mathrm{xj})$ be the distribution function of a continuous random variable $\mathrm{x}_{\mathrm{i}}$ with a density function $f_{i}\left(\mathrm{x}_{\mathrm{i}}\right)$ and if
$\Phi=\left(\Phi_{1}, \Phi_{2}, \ldots \Phi_{n}\right) \in \widehat{\Phi}$ is an optimal search plan, then
$a_{j(i+1)}=\frac{\left[1-\gamma_{j}\left(b_{j(i-1)}, a_{j(i-1)}\right)\right]}{f_{j}\left(a_{j i}\right)}+b_{j(i+1)}$
$\underset{\text { Proof }}{b_{j(i+1)}}=\frac{\left[1-\gamma_{j}\left(b_{j(i-1)}, a_{j(i-1)}\right)\right]}{-f_{j}\left(b_{j i}\right)}+a_{j(i+1)}$
From (7) we have:

$$
\begin{aligned}
E[D(\Phi)] & =\sum_{j=1}^{n} \mathrm{a}_{i}\left[1-\gamma_{1}\left(b_{(i-1)}, a_{(i-1)}\right)+2 a_{j 3}\right]\left[1-\gamma_{j}\right]\left(b_{j 2}, a_{j 2}\right)+\ldots-2 b_{j 1} \\
& \left.-2 b_{j 2}\left[1-\gamma_{j}\left(b_{j 1}, a_{j 1}\right)\right]-2 b_{j 3}\left[1-\gamma_{j}\left(b_{j 2}, a_{j 2}\right)\right] \ldots\right\} \\
& =\left\{2 \mathrm{a}_{11}+2 \mathrm{a}_{12}\left[1-\gamma_{1}\left(b_{11}, a_{11}\right)\right]+2 \mathrm{a}_{13}\left[1-\gamma_{1}\left(b_{12}, a_{12}\right)\right]+\ldots\right\} \\
& +\left\{2 \mathrm{a}_{21}+2 \mathrm{a}_{22}\left[1-\gamma_{2}\left(b_{21}, a_{21}\right)\right]+2 \mathrm{a}_{23}\left[1-\gamma_{2}\left(b_{22}, a_{22}\right)\right]+\ldots\right\} \\
& +\left\{2 \mathrm{a}_{31}+2 \mathrm{a}_{32}\left[1-\gamma_{3}\left(b_{31}, a_{31}\right)+2 a_{33}\left[1-\gamma_{3}\left(b_{32}, a_{32}\right)\right]\right]\right\}+\ldots \\
& \left.-2 \mathrm{~b}_{11}-2 b_{12}\left[1-\gamma_{1}\left(b_{11}, a_{11}\right)\right]-2 b_{13}\left[1-\gamma_{1}\left(b_{12}, a_{12}\right)\right]-\ldots\right\} \\
& \left.-2 b_{21}-2 b_{22}\left[1-\gamma_{2}\left[b_{21}, a_{21}\right]-2 b_{23}\left[1-\gamma_{2}\left(b_{22}, a_{22}\right)\right]\right]-\ldots\right\} \\
& \left.-2 b_{31}-2 b_{32}\left[1-\gamma_{3}\left(b_{31}, a_{31}\right)\right]-2 b_{33}\left[1-\gamma_{3}\left(b_{32}, a_{32}\right)\right]-\ldots . .\right\}
\end{aligned}
$$

Then
$\frac{\partial E(D(\Phi))}{\partial a_{11}}=2-2 a_{12} f_{1}\left(a_{11}\right)+2 b_{11} f_{1}\left(a_{11}\right)=0$
Which leads to
$a_{12}=\frac{1}{f_{1}\left(a_{11}\right)}+b_{12}$
also,
$\frac{\partial E(D(\Phi))}{\partial a_{12}}=\left[1-\gamma_{1}\left(b_{11}, a_{11}\right)\right]-2 a_{13} f_{1}\left(a_{12}\right)+2 b_{13} f_{1}\left(a_{12}\right)=0$
due to
$a_{13}=\frac{\left[1-\gamma_{1}\left(b_{11}, a_{11}\right)\right]}{f_{1}\left(a_{12}\right)}+b_{13}$
similarly, then
$\frac{\partial E(D(\Phi))}{\partial a_{12}}=\left[1-\gamma_{1}\left(b_{12}, a_{12}\right)\right]-2 a_{14} f_{1}\left(a_{13}\right)+2 b_{14} f_{1}\left(a_{13}\right)=0$
due to
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$$
a_{14}=\frac{\left[1-\gamma_{1}\left(b_{j(i-1)}, a_{j(i-1)}\right)\right]}{f_{j}\left(a_{j i}\right)}+b_{j(i+1)} \quad j=1,2, \ldots . n \quad i \geq 1
$$

by similar way we can prove (9).
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