One Step, Three Hybrid Block Predictor-Corrector Method for the Solution of $y''' = f(x, y, y', y'')$
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Abstract

We developed a one-step-three hybrid point constant order predictor corrector method for the solution of general third order initial value problems. The method was developed using method of interpolation and collocation of power series approximate solution to generate a continuous linear multistep method which was evaluated at some selected grid point to give the discrete linear multistep method. The predictors are implemented in block method while the corrector gave the solution at an overlapping interval. The basic properties of both the corrector and the predictors were investigated and found to be zero stable, consistent and convergent. The region of absolute stability was also investigated. The efficiency of the derived method was tested on some numerical examples and found to compete favourably with the existing methods.
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Introduction

This paper considers the numerical solution to the general third order initial value problems of the form

$$y''' = f(x, y, y', y''), y'(x_0) = y_0(x), k = 0,1,2$$

(1)

Where $f: \mathbb{R} \times \mathbb{R}^n \to \mathbb{R}^n$, $y(x), y(x_0) \in \mathbb{R}^n$, $f$ is continuous and satisfies the uniqueness theorem given by Awoyemi et al. [1].

Direct method for the solution of higher order ordinary differential equations has been established in literature to be better than the method of reduction to system of first order ordinary differential equations [1-5]. Hybrid method has equally been established to have circumvented the Dahlquist barrier theorem, gave better error estimation than the K-step method especially when the problem are stiff and oscillatory [6].

Scholars have proposed different numerical schemes which include the predictor corrector method and block method. It has been reported that predictor corrector method are not efficient because the predictors are in reducing order of accuracy, moreover the cost of developing the separate predictors, human and computer time involved in the execution are too costly [7,8]. Block method was later proposed to cater for some of the setbacks of the predictor corrector method. It should be reminded that Milne in 1953 first developed block method to serve as a predictor to a predictor-corrector algorithm before it was later adopted as a full method [5,7-11] revisited the Milne approach and discussed the algorithms in developing both the predictor and the corrector. Section three considers the analysis of the basic properties of both the predictor and the corrector. In section four, we test the efficiency of the derived method on some of numerical examples, and discussion of result and finally we concluded in section five.

Methods and Materials

Derivation of the block predictor

We consider the approximate solution of the form

$$y(x) = \sum_{j=0}^{r+s-1} a_j x^j$$

(2)

Where $r$ and $s$ are the number of interpolation and collocation points respectively. $a_j$’s are the unknown coefficients to be determined. $x$ is the polynomial basis function of degree $j$. The third derivation of (2) gives

$$y'''(x) = \sum_{j=0}^{r+s-1} j(j-1)(j-2)a_j x^{j-3}$$

(3)

Substituting (3) into (1) gives

$$f(x, y, y', y'') = \sum_{j=3}^{r+s-1} j(j-1)(j-2)a_j x^{j-3}$$

(4)

Interpolating (2) at $X_{n+s}$, $r = 0,1,2$ and collocating (4) at $X_{n+j}$, $s = 0\left\lfloor\frac{1}{4}\right\rfloor$ gives a non linear system of equation in the form

$$AX = U$$

(5)

where

$$A = \begin{bmatrix} a_0 & a_1 & a_2 & a_3 & a_4 & a_5 & a_6 \end{bmatrix}^T$$
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Solving (5) for the unknown constants \( a_i \)'s and substituting into (2) gives a continuous hybrid linear multistep method in the form.

\[
y(x) = a_0 y_n + a_1 y_{n-1} + a_2 y_{n-2} + \beta \left( \sum_{j=0}^{k} \beta_j f_n + \beta_{k+1} f_n \right), \quad n = \frac{1}{2}, \frac{3}{2}, \frac{5}{2}, \ldots \quad (6)
\]

where

\[
\begin{align*}
\alpha_0 &= 8t^2 - 6t + 1 \\
\alpha_1 &= -16t^2 + 8t \\
\alpha_2 &= 8t^2 - 2t \\
\beta_0 &= \frac{1}{80640} (4096t^7 - 17920t^6 + 31360t^5 - 28000t^4 + 13440t^3 - 3262t^2 + 307t) \\
\beta_1 &= \frac{1}{40320} (8192t^7 - 32256t^6 + 64592t^5 - 26880t^4 - 42424t^2 - 793t) \\
\beta_1 &= \frac{1}{13440} (4096t^7 - 14336t^6 + 17024t^5 - 6720t^4 + 434t^2 - 57t) \\
\beta_3 &= \frac{1}{40320} (8192t^7 - 25088t^6 + 25088t^5 - 8960t^4 + 574t^2 - 79t) \\
\beta_4 &= \frac{1}{80640} (4096t^7 - 10752t^6 + 9856t^5 - 3360t^4 + 210t^2 - 29t)
\end{align*}
\]

\[
t = \frac{x - x_n}{h}
\]

Solving (6) for the independent solution gives a continuous block method of the form

\[
J^{m+1} = \left[ \sum_{m=0}^{k} \beta_j f_{n+m} + \beta_{k+1} f_{n+m} \right], \quad n = \frac{1}{2}, \frac{3}{2}, \frac{5}{2}, \ldots, \quad (7)
\]

\[
\sigma_0 = \frac{1}{2520} (128t^7 - 560t^6 + 980t^5 - 875t^4 + 420t^3)
\]

\[
\sigma_1 = \frac{1}{315} (64t^7 - 252t^6 + 364t^5 - 210t^4)
\]

Evaluating (7) at \( \frac{1}{4} (1 - 1) \) gives a discrete block method of the form

\[
A^0 Y^{(i)} = \left[ \begin{array}{c}
\beta_1 f_n + \beta_{k+1} f_n \\
\beta_1 f_{n-1} + \beta_{k+1} f_n \\
\end{array} \right]
\]

\[
A^0 = 4 \times 4 \quad \text{Identity matrix.}
\]

When \( i = 0 \)

\[
e_0 = \begin{bmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \end{bmatrix}, \quad e_1 = \begin{bmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \end{bmatrix}, \quad e_2 = \begin{bmatrix} 0 & 0 & 0 & 1 \end{bmatrix}, \quad e_3 = \begin{bmatrix} 0 & 0 & 0 & 1 \end{bmatrix}, \quad e_4 = \begin{bmatrix} 0 & 0 & 0 & 1 \end{bmatrix}
\]

\[
d_0 = \begin{bmatrix} 0 & 0 & 0 & 113 \\ 0 & 0 & 0 & 71680 \\ 0 & 0 & 0 & 40320 \\ 0 & 0 & 0 & 13440 \\ 0 & 0 & 0 & 71680 \\ 0 & 0 & 0 & 31 \\ 0 & 0 & 0 & 840 \end{bmatrix}, \quad b_0 = \begin{bmatrix} 0 & 0 & 0 & 13 \\ 0 & 0 & 0 & 71680 \\ 0 & 0 & 0 & 13440 \\ 0 & 0 & 0 & 31 \\ 0 & 0 & 0 & 840 \end{bmatrix}, \quad d_0 = \begin{bmatrix} 0 & 0 & 0 & 13 \\ 0 & 0 & 0 & 71680 \\ 0 & 0 & 0 & 13440 \\ 0 & 0 & 0 & 31 \\ 0 & 0 & 0 & 840 \end{bmatrix}, \quad b_0 = \begin{bmatrix} 0 & 0 & 0 & 13 \\ 0 & 0 & 0 & 71680 \\ 0 & 0 & 0 & 13440 \\ 0 & 0 & 0 & 31 \\ 0 & 0 & 0 & 840 \end{bmatrix}
\]

When \( i = 1 \)

\[
e_1 = \begin{bmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \end{bmatrix}, \quad e_2 = \begin{bmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \end{bmatrix}, \quad d_1 = \begin{bmatrix} 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \end{bmatrix}, \quad d_2 = \begin{bmatrix} 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \end{bmatrix}, \quad d_3 = \begin{bmatrix} 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \end{bmatrix}, \quad d_4 = \begin{bmatrix} 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \end{bmatrix}, \quad d_5 = \begin{bmatrix} 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \end{bmatrix}, \quad d_6 = \begin{bmatrix} 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \end{bmatrix}, \quad d_7 = \begin{bmatrix} 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \\ 0 & 0 & 0 & 367 \end{bmatrix}
\]

\[
\begin{array}{cccccc}
128 & 3840 & 5760 & 7680 \\
1 & -1 & 1 & -1 \\
10 & 48 & 90 & 480 \\
117 & 27 & 3 & -9 \\
640 & 1280 & 128 & 2560 \\
4 & 1 & 4 & 4 \\
15 & 15 & 45 & 0
\end{array}
\]
When $i = 2$

$$
e_2 = \begin{bmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \end{bmatrix} \quad \text{and} \quad d_2 = \begin{bmatrix} 0 & 0 & 251 \\ 0 & 0 & 2880 \\ 0 & 0 & 360 \\ 0 & 0 & 27 \end{bmatrix} \quad \text{and} \quad g_2 = \begin{bmatrix} 0 & 0 & 2 & -19 \\ 0 & 0 & 1 & 1 \\ 0 & 0 & 1 & 1 \\ 0 & 0 & 1 & 1 \end{bmatrix}
$$

Development of corrector

Interpolate (2) at $x_{n+r}, r = 0 \left( \frac{1}{4} \right)$ and collocate (4) at $x_{n+r}, s = 0 \left( \frac{1}{4} \right)$ gives a non-linear system of equations of the form (4) where

$$A = \begin{bmatrix} a_0, a_1, a_2, a_3, a_4, a_5, a_6, a_7, a_8 \end{bmatrix}
$$

$$U = \begin{bmatrix} y_n, y_{n+1}, y_{n+2}, y_{n+3}, y_{n+4}, y_{n+5}, y_{n+6} \end{bmatrix}
$$

Expanding (8) in Taylor series when

$$x = x_{n+r}, r = 0 \left( \frac{1}{4} \right) \quad \text{gives}
$$

$$\beta_1 = \frac{1}{20160} \left( 1187484^4 - 479232^2 + 743680^2 - 542976^2 - 169344^4 - 11082^2 + 1629^2 \right)
$$

$$\beta_2 = \frac{1}{26880} \left( 172032^4 - 679936^2 + 1025024^2 - 718592^2 + 212352^4 - 12110^2 + 1671^2 \right)
$$

$$\beta_3 = -\frac{1}{20160} \left( 4096^4 - 12288^2 + 12544^2 - 5376^2 + 896^2 - 22^2 + 3 \right)
$$

$$\beta_4 = \frac{1}{161280} \left( 8192^4 - 24576^2 - 16128^4 + 4032^4 - 198^2 + 27 \right)
$$

Evaluating (9) at $i = 1$ gives our corrector as

$$\left( 10 \right)
$$

Analysis of the Basic Properties of the Method

Order of the method

Let the linear operator associated with the block method be defined as

$$\ell \{ y(x) \cdot h \} = A \cdot Y(x) = \sum h^i \cdot \varphi_i \cdot y(x) - h^i \cdot \varphi_i \cdot \{ d_1 \cdot f(y, h \cdot F(Y)) \}
$$

Expanding (11) in Taylor series and comparing the coefficient of $h$ gives

$$\ell \{ y(x) \cdot h \} = c_\varphi (y(x) + c_\beta h \cdot y(x) + c_\lambda h^2 \cdot y(x) + c_\pi h^3 \cdot y(x) + \ldots)
$$

Definition: The linear operator $\Delta$ and associated block method are said to be of order $p$ if $c_0 = c_1 = c_2 = \ldots = c_p = 0$, $c_{p+1} \neq 0$. $c_{p+2}$ is called the error constant.

Order of the predictors:

Expanding (8) in Taylor series when gives

$$\left( 13 \right)
$$

Comparing the coefficient of $h$, the order of the method is five with error constants

$$\left( 14 \right)
$$

Expanding (8) in Taylor series when $i = 2$ gives

$$\left( 15 \right)
$$

Comparing the coefficients of $h$, the order of the method is five with the error constant

$$\left( 16 \right)
$$

Expanding (8) in Taylor series when $i = 2$ gives
A linear multistep method is said to be consistent, if it has order greater than one. From the above analysis, it is obvious that all our predictors are consistent.

A linear multistep method is said to be absolutely stable if for a given value of h, all the roots $z_k$ of the characteristics polynomial $\pi(z,h) = \rho(z) + h \sigma(z) = 0$, satisfies $|z_k| < 1$, $s = 1, 2, ..., n$, where $h = \lambda h \cdot \frac{dy}{dx}$

Substituting the test equation $y' = \lambda y$ into (8), solving for $h = \lambda h$, and writing $r = e^{\omega}$, gives the stability region of the corrector and the predictor as shown in Figures 1 and 2 respectively.

### Numerical Experiments

In this section, we test the efficiency of our method on some numerical examples.

#### Problem 1: We consider special third order initial value problem

$$y''' = 3\sin x \quad y(0) = 1, y'(0) = 0, y''(0) = -2 \quad 0 \leq x \leq 1$$

Exact solution $y(x) = 3 \cos x + \frac{x^2}{2} - 2$

Source: [12]

The results are shown in Table 1.
Problem II: We consider a linear third order initial value problem
\[ y''(x) + y(x) = 0, y'(0) = 1, y(0) = 0 \]  
$x \in [0, 1]$  
Exact solution: $y(x) = 2(1 - \cos x) + \sin x$  
Source: [12]  
The result is shown in Table 2  

Problem III: We consider a linear third order initial value problem
\[ y'''' - 2y''' - 9y'' + 18y' - 18x^2 + 22 \]  
$y(0) = -2, y'(0) = -8, y''(0) = -12$  
Exact solution: $y(x) = -2e^{x^3} + e^{-2x} + x^2 - 1$  
Source: [13]  
The result is shown in Table 3

Note:
- ERBM $\rightarrow$ Error in block method  
- ECPBM $\rightarrow$ Error in our new method  
- ERABM $\rightarrow$ Error in Adesanya et al. [12]  
- EROBM $\rightarrow$ Error in Olabode and Yusuf [14]  
- ERAPCM $\rightarrow$ Error in Awoyemi and Idowu [13]

Discussion of Result

We have considered three numerical examples in this paper. Problem I considered a special problem which was solved by Adesanya et al. [12] and Oladode and Yusuf [14] using a k-step block method of order six. It was shown that our new method gave good approximation than the existing methods as shown in Table 1. Problem II is a linear differential equation and it was solved by Adesanya et al. [12] and Olabode and Yusuf [14] using a k-step block method of order six. It was shown that our new method gave good approximation than the existing methods as shown in Table 2. Problem III is a stiff problem solved by Awoyemi and Idowu [13], where a hybrid method of order seven implemented in predictor corrector method was proposed. Our new method gave good result than the existing methods. Problem III is also a stiff problem solved by Awoyemi and Idowu [13], where a hybrid method of order seven implemented in predictor corrector method was proposed. Our new method gave good result than the existing methods.

Conclusion

We have developed a one step, three hybrid points method implemented in constant order block predictor corrector method in this paper. The results re-affirmed that hybrid method gave better approximation especially when the step size is less than the k-step method as discussed in section one. We have equally established that the new method gave better approximation than the block method and the conventional predictor corrector method which is in reducing order of accuracy. It should be noted that the new method was able to exhaust all interpolation points hence we developed higher order methods without increasing the grid point as discussed by Adesanya et al. [10]. In our future correspondence, we shall investigate the implication when more interpolation points are considered using the same predictor.
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