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In randomized trials in which the outcome requires considerable 
follow-up, participants may die before the trial is complete. In such 
cases, for the individuals who die before follow-up is complete, the 
outcome is not simply missing, but is undefined. Some authors refer 
to this situation as one in which the outcome is “truncated by death” 
[1,2], to distinguish this scenario from cases in which the outcome is 
merely missing because of inadequate data collection. In these settings, 
a crude comparison of the outcome between those who survived in 
each treatment arm may give misleading results, because we no longer 
preserve randomization by conditioning on a post-treatment event 
(survival) and thus the crude comparison is not a comparison for the 
same population comparing different treatments, but a comparison of 
different populations. 

A treatment comparison that makes sense in this setting would 
be to ask how the outcome differs between treated and untreated 
individuals in the subpopulation who would have survived under either 
arm. This effect is sometimes referred to as the survivor average causal 
effect (SACE) [3] or the principal strata effect [4]. We can circumvent 
the problem with the crude comparison by restricting the comparison 
to this subpopulation but, unfortunately, this subpopulation of interest 
is not identified. Trying to identify and estimate the SACE from the 
observed data is a subject to challenge. This editorial reviews the 
reported identifiability assumptions and gives their understandable 
interpretations, and then outlines a view of future research in this area.

We use the following notation. Suppose that A denotes the binary 
treatment variable (A = 1 for the treatment arm and A = 0 for the 
control arm), Y denotes an outcome of interest that is measured after 
some follow-up period, and S denotes an indicator of whether the 
individual survives (S = 1 if alive and S = 0 if dead). For individuals who 
died (S = 0), Y is undefined. For each individual, we can also consider 
potential outcomes [5] corresponding to what would have happened 
had an individual been in the arm other than the one they were, in fact, 
in. Let Sa denote the survival status if the individual had been in A = a, 
and let Ya denote the outcome if the individual had been in A = a. The 
variable Ya is defined only if Sa = 1. Otherwise, the individual would 
have died and Ya would be undefined. Here, we assume no-interference 
[6], i.e., that the outcome and survival status of an individual do not 
depend on the treatment status of other individuals. We also assume 
randomization of the treatment, in which Ya A and Sa A [7], where 
B C denotes that B is independent from C. These independencies also 
hold conditional on X denoting a set of baseline covariates, which do 
not affect A, but are confounders between S and Y.

Using the notation, in the difference term, a crude comparison of 
the outcome, which compares the means of Y in each treatment arm 
among those who in fact survived, is formalized as E(Y | A = 1, S = 1) – 
E(Y | A = 0, S = 1), and the SACE is formalized as:

( ) ( )1 1 0 0 1 0SACE E |  1   E |  1 .Y S S Y S S≡ = = − = =

The SACE compares the outcome under the treatment versus the 
control arm, but for the subpopulation that would have survived under 
either treatment arm. A subpopulation such as this is referred to as a 
principal stratum [8]. Note that individuals can be classified into four 

principal strata, as shown in Table 1, where it is assumed that some 
always-survivors exist.

First, we discuss the case in which X is not used to estimate the 
SACE. To identify the SACE, Gilbert et al. [9] introduced the following 
two assumptions:

Assumption 1: S1 ≥ S0 for all individuals.

Assumption 2: Y1 S0 | S1.

Assumptions 1 and 2 are sometimes referred to as the assumptions 
of monotonicity and explainable nonrandom survival [3], respectively. 
Under these assumptions, the SACE is equivalent to the crude 
comparison:

1 1 0 0 1 0SACE E( | 1) E( | 1)Y S S Y S S≡ = = − = =

              1 1 0 0E( | 1) E( | 1)Y S Y S= = − =

  E( | 1, 1) E( | 0, 1)Y A S Y A S= = = − = = ,    (1)

where the first term in the second equation is by Assumption 2 and 
the second term is by Assumption 1. The third equation holds by 
randomization of treatment.

Although it might be easy to verify that Assumptions 1 and 2 
identify the SACE as shown in (1), it is difficult to understand what 
these assumptions mean. Therefore, we provide understandable 
interpretations for these assumptions. Assumption 1 implies that there 
is no individual with (S1, S0) = (0, 1), because S1 = 0 and S0 = 1 cannot 
hold simultaneously under S1 ≥ S0. Therefore, this assumption can be 
interpreted as the fact that no defier exists (see Table 1). Assumption 2 
derives that E(Y1 | S1 = S0 = 1) = E(Y1 | S1 = 1) as shown in (1). Using this 
equation, E(Y1 | S1 = S0 = 1) = E(Y1 | S1 = 1, S0 = 0) can be derived under 
Pr(S1 = 1, S0 = 0) > 0, because
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Principal stratum Name Survival status
under treatment arm

Survival status
under control arm

(S1, S0) = (1, 1) Always-survivor Alive Alive
(S1, S0) = (1, 0) Complier Alive Dead
(S1, S0) = (0, 1) Defier Dead Alive
(S1, S0) = (0, 0) Never-survivor Dead Dead

Table 1: Principal strata.
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E(Y1 | S1 = S0 = 1) - E(Y1 | S1 = 1)
1

1 1 0 1 1 0 0 1
0

E( | 1) E( | 1, )Pr( | 1)
j

Y S S Y S S j S j S
=

= = = − = = = =∑

 1 1 0 1 1 0 1 0

1

{E( | 1) E( | 1, 0)}Pr( 1, 0)Y S S Y S S S S
p

= = − = = = =
= ,                (2)                               

where pa = Pr(S = 1 | A = a). Therefore, Assumption 2 can be interpreted 
as the fact that the treatment arm distribution of outcome is the same in 
always-survivors and compliers (see Table 1), when at least a complier 
exists.

We can also identify the SACE without Assumption 1, by 
applying the following assumption, which is somewhat stronger than 
Assumption 2:

Assumption 3: Ya S1–a | Sa for a = 0, 1.

For a = 1, this assumption is a restatement of Assumption 2. The 
SACE is equivalent to the crude comparison under Assumption 3, 
because E(Y0 | S1 = S0 = 1) = E(Y0 | S0 = 1) under Assumption 3 with a = 
0 (Y0 S1 | S0). A calculation similar to (2) gives

0 1 0 0 0E( | 1) E( | 1)Y S S Y S= = − =  

0 1 0 0 1 0 1 0

0

{E( | 1) E( | 0, 1)}Pr( 0, 1)Y S S Y S S S S
p

= = − = = = =
= .   (3)

Therefore, Assumption 3 can be interpreted as the fact that the 
treatment arm distribution of outcome is the same in always-survivors 
and compliers (with a = 1), and the control arm distribution of outcome 
is the same in always-survivors and defiers (with a = 0), when at least a 
complier and a defier exist.

Next, we discuss the case in which X is used to estimate the SACE. 
Hayden et al. [3] introduced the following two assumptions to identify 
the SACE:

Assumption 4: Sa S1–a | X for a = 0, 1.

Assumption 5: Ya S1–a | {Sa, X} for a = 0, 1.

Assumption 4 leads to

1 0Pr( , | )S i S j X x= = =

1 0Pr( | )Pr( | )S i X x S j X x= = = = =                                                     

Pr( | 1, )Pr( | 0, )S i A X x S j A X x= = = = = = =                               (4)

for i = 0, 1 and j = 0, 1, and it implies that the probabilities of the principal 
strata can be estimated in the stratum of x. Assumption 5 is the same as 
Assumption 3 conditional on X, and thus its interpretation is the same 
as that of Assumption 3 conditional on X. Although Assumption 5 may 
be a weaker assumption than Assumption 3, an additional assumption 
is required to identify the SACE, because E(Ya | S1 = S0 = 1, X = x) can 
be identified under Assumption 5 only, but

1 0E( | 1)aY S S= =

1 0 1 0E( | 1, )Pr( | 1)a
x

Y S S X x X x S S= = = = = = =∑

1 0 1 0

1 0

E( | 1, )Pr( 1| )Pr( )

Pr( 1| )Pr( )

a
x

x

Y S S X x S S X x X x

S S X x X x

= = = = = = =
=

= = = =

∑
∑

cannot be identified until Pr(S1 = S0 = 1 | X = x) is identified. Assumption 
4 identifies this as shown in (4), and thus Assumptions 4 and 5 identify 

the SACE. See Hayden et al. [3] for the estimation.

Note that Assumptions 1 and 5 with a = 1 also identify the SACE, 
because Pr(S1 = S0 = 1 | X = x) = Pr(S0 = 1 | X = x) = Pr(S = 1 | A = 0, X 
= x) under Assumption 1. This is also because

1 1 0E( | 1)Y S S= =

1E( | 0, 1)Y A S= = =

1E( | 0, 1, )Pr( | 0, 1)
x

Y A S X x X x A S= = = = = = =∑
1 1 0E( | 1, )Pr( | 0, 1)

x

Y S S X x X x A S= = = = = = =∑
E( | 1, 1, )Pr( | 0, 1)

x

Y A S X x X x A S= = = = = = =∑ ,

where the first  and third equations are by Assumption 1 and the fourth 
equation is by Assumption 5 with a = 1. As shown in (1), E(Y0 | S1 = S0 
= 1) = E(Y | A = 0, S = 1) under Assumption 1. See Egleston et al. [10] 
and Chiba [11] for the estimation of the SACE.

This editorial reviewed the reported identifiability assumptions 
for the SACE and gave understandable interpretations for them. 
Such interpretations are useful not only for understanding the 
assumptions but also for the sensitivity analysis. For example, using 
the interpretations for Assumptions 1–3, from (2) and (3), a simple 
sensitivity analysis formula can be derived:

SACE E( | 1, 1) E( | 0, 1)Y A S Y A S= = = − = =

            

1 0
0 1

0 1

,p p
p p
α αβ β− +

+ −

where α = Pr(S1 = 0, S0 = 1), β0 = E(Y0 | S1 = S0 = 1) – E(Y0 | S1 = 0, 

S0 = 1) and β1 = E(Y1 | S1 = S0 = 1) – E(Y1 | S1 = 1, S0 = 0) are the 

sensitivity parameters [4]. Note that α = 0 and β1 = 0 correspond to 
Assumptions 1 and 2, respectively, and (β0, β1) = (0, 0) corresponds to 
Assumption 3. However, if we try to implement a sensitivity analysis 
by setting the sensitivity parameters corresponding to Assumptions 
1–3 themselves, rather than α, β0, and β1 above, it will be more difficult 
to give interpretations of the sensitivity parameters and to determine 
ranges of the parameters to examine. In addition, the estimation of the 
SACE becomes complex [12].

Analysis of the SACE is important when assessing quality-of-
life outcomes in settings in which some of the participants may die. 
Similarly, it is important when assessing the cost of different treatment 
options when individuals may die before the full costs of different 
treatments are incurred. A number of applications concerning the SACE 
have also been pursued in the literature [3,9,10,12-14]. Unfortunately, 
the SACE may not be identified without making any assumptions, and 
the identifiability assumptions reviewed here may not hold in many 
actual studies. Therefore, an important subject for future research is 
to introduce more reasonable identifiability assumptions, which may 
hold in many actual studies. Then, even if the assumptions are relaxed, 
the sensitivity analysis will yield a result with a narrow range. Another 
subject for future research is to extend it to the setting of observational 
studies [15].
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