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Abstract

Background: Data mining is making impressive breakthroughs in the field of medicine. Data mining can
accomplish tasks such as classifying patients, finding associations between different features and exploring hidden
patterns and trends in patient data that simplify and improve medical predictions. Optimization algorithms are used
along with neural networks to mine datasets and classify them.

Methods: In this study, artificial neural networks were trained and optimized using various evolutionary
optimization algorithms and then applied to classify 119 Egyptian patients with symptoms of coronary artery disease
CAD.

Results: The mean age of the study population was 57.9 ± 11.162. The best optimization result was obtained by
the PSOGSA algorithm, which correctly classified 97.2% of patients. This high classification rate also confirms that
H. pylori IgG can be considered a factor of acute coronary syndrome (ACS).

Conclusion: Artificial neural networks can work as classifiers for patients with CAD. The high classification rates
confirm that H. pylori infection is indeed a strong indicator for ACS. More approaches that use data mining in
medicine should be investigated.

Keywords: Data mining; H. pylori; ACS; Optimization; Evolutionary
computation; Multilayer perceptron

Introduction
Research on data mining in medicine has grown substantially in

recent years. Several studies have investigated the use of data mining to
make new discoveries in medicine [1-7]. Data mining has numerous
approaches that can be implemented to mine medical data, including
but not limited to Naive Bayes classifiers [8], decision trees [9]and
neural networks [10-12]. Coronary artery disease (CAD) is considered
a major cause of mortality. One severe stage of CAD is called acute
coronary syndrome (ACS). ACS factors have been studied in efforts to
prevent patients from reaching that crucial stage [13-16]. Artificial
neural networks (ANNs) are computer networks inspired by the way
the human neural system works. ANNs were first introduced by Pitts
[17]. Since then, many different types and neural network structures
have been proposed, such as feed-forward neural networks [18] and
recurrent neural networks [19]. Simple feed forward neural network
architecture is shown in Figure 1.

Neural networks are often used to classify objects in data sets, where
the input layer represents the dataset inputs. The inputs are assigned
synaptic weights; then, the output layer represents the classification of
these data. The objective of optimization algorithms in neural
networks is to minimize the mean square error to obtain the best
possible classification rate. In this work, we implemented the following
six optimization algorithms to optimize the neural network: grey wolf
optimizer(GWO)[20], whale optimizer (WO) [21], particles warm

optimizer (PSO) [22], gravitational search algorithm (GSA)[23],
particle swarm optimizer-gravitational search algorithm (PSOGSA)
[24] and particle swarm optimizer-grey wolf optimizer (PSOGWO)
[25].

Figure 1: An ANN with structure 3-4-2.

Methods

Data collection and laboratory methods
The dataset used in this research consists of 119 Egyptian patients

from Aswan City in southern Egypt who were diagnosed with typical
chest pain (TCP), percutaneous coronary intervention (PCI), or both
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(data sampling was conducted from December 2016 to February
2017). Diabetes mellitus was detected in 46.2% of the patients (sugar
level >123 mg/dl), and hypertension was detected in 42% of patients
(blood pressure>140/90 mmHg). Antibody tests for infections were
administered, and both IgG and IgM tests were evaluated. Other
factors reported in the data set include hospital stay, family history,
smoking and the existence of troponin. Before participation, all
patients provided informed consent. The procedures were performed
at Aswan University Hospital and at 6th of October University
Hospital in Egypt.

Neural network construction and optimization
To train the neural network, approximately half of the dataset

population (60 patients) was used as a training set, and the remainder
(59 patients) was used as a test set. After training, the neural network
was tested, and the correct classification percentage and mean square
error values were calculated. We used four features to train the neural
network: age, IgG, IgM and troponin. The neural network was
structured as 4-9-3. The weights and biases of the neural network
nodes were optimized using six optimization algorithms; then, the
results were compared to find the best classifier among the tested
algorithms (Figure 2). Each algorithm was executed three times, and
their average classification rates and errors were calculated.

Computer specifications

Model HP Pavilion 15 Notebook PC

Operating System Microsoft Windows 8, 64-bit

Processor Intel® Core™ i5-3230M CPU@2.60 G Hz

RAM 4 GB

Graphics Card AMD Radeon ™ HD 8670 M

MATLAB Version R2017a

Table 1: Computer specifications for executing the mining process.

Results and Discussion
The experiments are executed on a computer with the specifications

as in Table 1. Each algorithm was trained and tested three times. The
best and average classification rates and MSE scores are listed in Table
2.

Algorithm

Best
Classification
Rate (%)

Best
MSE

Average
Classification
Rate (%) Average MSE

GSA 95 0.0883 95 0.090924333

GWO 90.833 0.09296 85.27776667 0.096182

PSO 95 0.0834 94.16666667 0.093162333

PSO-GSA 98.333 0.043 97.22223333 0.051051

PSO-GWO 96.33 0.0785 94.1667 0.08885

WO 88.333 0.1126 85.83333333 0.1264

Table 2: Best and average results for the optimization algorithms.

Figure 2: Converge curves for the optimization algorithms.

The hybrid PSOGSA algorithm achieved the highest classification
rate and the lowest MSE score, although other algorithms provided

competitive results. From these results, we can make two conclusions.
First, the high classification rates demonstrate that optimized neural
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networks are able to address medical datasets satisfactorily. Second, the
selected features helped in obtaining the high results, which in turn
indicates that these parameters directly affect the results. The
important features were IgG and IgM, which are found in patients
infected with H. pylori. This result substantiates that H. pylori
infection is indeed a risk factor for ACS, although it is not the only
indicator. Research is still ongoing concerning ACS risk factors
[26-30].

Limitations of Study
Our study has a number of limitations. First, selecting the optimal

numbers of hidden neurons and the most appropriate network
structure are challenging tasks in neural network classification because
no universal method exists for selecting these parameters. Typically,
these parameter values are either manually selected or found through
the use of optimization algorithms or other mathematical techniques
[31-35]. One issue of optimization algorithms is that they are
stochastic, meaning that each execution can provide slightly different
results, which is why multiple code executions should be implemented.
Moreover, different optimization algorithms can result in better or
worse results because according to the no-free-lunch (NFL) theorem,
no single optimization algorithm is well-suited for solving all
optimization problems [36]. The proposed optimization algorithms
were all easily able to train the network to classify the dataset due to
the nature of the dataset. A more challenging task would be to test
these algorithms on larger and more diverse datasets. Additionally, the
risk factors did not reveal the reasons why some of the patients in the
dataset developed ACS; this issue requires further investigation.

Conclusion
Artificial neural networks are suitable for classifying patients with

CAD when the appropriate features are selected. The high
classification rates in this study confirm that H. pylori infection is
indeed a strong indicator for ACS. Because data mining is capable of
many more tasks than simply classification, additional approaches to
incorporate data mining in the field of medicine are highly encouraged
and should be very promising.
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