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#### Abstract

This paper is devoted to some identities of matrix and determinants. In this article, matrices inequalities are widely used. Matrices are non-optimistic. The matrix's determinants have been proven. In addition to the left module and the right module descriptions in this article. In general, this article is devoted to matrix approximation.
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## Introduction

Matrix is a mathematical object, written in the form of a rectangular table of ring or field elements (for example, integers, real numbers or complex numbers), which is a collection of rows and columns, at the intersection of which are its elements. The number of rows and columns determines the size of the matrix. Although historically considered, for example, triangular matrices [1], now they speak exclusively about matrices of rectangular shape, since they are the most convenient and common. Matrices are widely used in mathematics for the compact recording of systems of linear algebraic or differential equations. In this case, the number of rows of the matrix corresponds to the number of equations [2-4], and the number of columns to the number of unknowns. As a result, the solution of systems of linear equations reduces to operations on matrices. For the matrix the following algebraic operations are defined: Addition of matrices having the same size, multiplication of matrices of a suitable size (a matrix having display style $n$ ) $n$ columns can be multiplied from the right by a matrix having (display style in rows) [5-8], including multiplication by the matrix of the vector (according to the usual rule of matrix multiplication, the vector is in this sense a particular case of the matrix), multiplication of the matrix by an element of the base ring or field (that is, a scalar). Relative to the addition of a matrix form an Abelian group [9-12]; if we also consider multiplication by a scalar, then the matrices form a module over the corresponding ring (the vector space over the field). The set of square matrices is closed with respect to matrix multiplication; therefore square matrices of the same size form an associative ring with a unit with respect to matrix addition and matrix multiplication [13-16].

It is proved that to every linear operator acting in an $n$-dimensional linear space one can associate a unique square matrix of order $n$; and conversely - for each square matrix of order $n$, a single linear operator acting in this space can be associated. The properties of the matrix correspond to the properties of the linear operator. In particular, the eigenvalues of the matrix are the eigenvalues of the operator corresponding to the corresponding eigenvectors [17].

The same can be said about the representation of bilinear (quadratic) forms by matrices [2].

In mathematics, many different types and types of matrices are considered. These are, for example, a single, symmetric, skewsymmetric, upper triangular (lower triangular), etc. matrix [18].

Of particular importance in the theory of matrices are all possible normal forms, that is, the canonical form, to which the matrix can be reduced by the replacement of coordinates. The most important
(theoretically) and well-developed is the theory of Jordan normal forms. In practice, however, such normal forms are used that have additional properties, for example, resistance [19].

The concept of matrix algebra is important in modeling the systems. Planning issues, gross product, total labor costs, pricing, and other issues, and the use of computers in them, will lead to the matrix algebra. Production planning should be based on a well-organized system of information, in the formulation of existing links between material production and others. This systematic information system is presented in the form of specific tables. Thus, the matrix's interpretation is quite extensive. In today's article, we create the theoretical theorems about the approximation of the matrix characteristics and matrices. Using proven theorems, we create mathematical comprehension patterns with each other [20]. We know that matrices and determinants are one of the main parts of algebra numbers.

C [mxm] we define a set of matrices that are all elements of this form m-matrix order.

## Module of Matrix

## Theorem 1.1

$\forall A_{i} \in C[m, m]$ matrices and $a_{j} \in R j=\overline{1, n}$ For real numbers, the following matrix is valid.

$$
\begin{equation*}
\sum_{k=1}^{n}\left|a_{k} \sum_{j=1}^{n} a_{j} A_{j}-A_{k} \sum_{j=1}^{n} a_{j}^{2}\right|^{2}=\sum_{j=1}^{n} a_{j}^{2}\left|\sum_{k=1}^{n} a_{k}^{2} \sum_{k=1}^{n} A_{k}\right|^{2}-\left|\sum_{k=1}^{n} a_{k} A_{k}\right|^{2} \tag{1}
\end{equation*}
$$

In this theorem: $|\circ|$-left or right module the left and right modules of the matrix are introduced as follows
$|A|_{R}=\sqrt{A A^{*}}$ - right module
$|A|_{L}=\sqrt{A^{*} A}$ - left module.
The result: $\forall A_{i} \in C[m, m]$ matrices and $\forall a_{i} \in \square,(i=\overline{1 . n})$ for the real numbers

[^0]$\sum_{i=1}^{n} a_{i}^{2} \sum_{i=1}^{n}\left|A_{i}\right|^{2}-\left|\sum_{i=1}^{n} a_{i} A_{i}\right|^{2} \geq 0$
Inequality is reasonable. In this $\mathrm{A} \geq 0, A$ indicates that the matrix is positive.

Prove of the theorem 1:
We look at this view: $A=\sum_{j=1}^{n} a_{j} A_{j}, a=\sum_{j=1}^{n} a_{j}^{2}$
We know this equation

$$
\begin{aligned}
& |A|^{2}=A A^{*}+A A^{*}=A\left(\sum_{j=1}^{n} a_{j} A_{j}\right)^{*}+\left(\sum_{j=1}^{n} a_{j} A_{j}\right) A^{*}= \\
& =\sum_{j=1}^{n}\left(a_{j} A A_{j}^{*}+a_{j} A_{j} A^{*}\right)
\end{aligned}
$$

In that case
$\sum_{k=1}^{n}\left|a_{k} A-A_{k} a\right|^{2}=\sum_{k=1}^{n}\left(a_{k} A-A_{k} a\right)\left(a_{k} A^{*}-A_{k}^{*} a\right)=$
$=\sum_{k=1}^{n}\left(a_{k}^{2} A A^{*}-a_{k} a A A_{k}^{*}-a a_{k} A_{k} A^{*}+a^{2} A_{k} A_{k}^{*}\right)=$
$=a|A|^{2}-a \sum_{k=1}^{n}\left(a_{k} A A^{*}+a_{k} A_{k} A^{*}\right)+a^{2} \sum_{k=1}^{n}\left|A_{k}\right|^{2}=$
$a|A|^{2}-2 a|A|^{2}-2 a|A|^{2}+a^{2} \sum_{k=1}^{n}\left|A_{k}\right|^{2}=a^{2} \sum_{k=1}^{n}\left|A_{k}\right|^{2}-a|A|^{2}=$
$=a\left(a \sum_{k=1}^{n}\left|A_{k}\right|^{2}-|A|^{2}\right)=\sum_{j=1}^{n} a_{j}^{2}\left(\sum_{k=1}^{n} a_{k}^{2} \sum_{k=1}^{n}\left|A_{k}\right|^{2}-\left|\sum_{k=1}^{n} a_{k} A_{k}\right|^{2}\right)$
Theorem proved.

## Theorem 1.2

$\forall A, B \in C[m \times m]$ For matrices, the following equation holds.
$\operatorname{det}(\mathrm{I}+\mathrm{AB})=\operatorname{det}(\mathrm{I}+\mathrm{BA})$ Prove of the theorem№2: Consider the following situation

## Condition 1

A -matrix contradictory or $\operatorname{det} \mathrm{A} \neq 0$.
We write the following equations:
$\mathrm{I}+\mathrm{AB}=\mathrm{AA}^{-1}+\mathrm{AB}=\mathrm{A}\left(\mathrm{A}^{-1}+\mathrm{B}\right)$
$\mathrm{I}+\mathrm{BA}=\mathrm{A}^{-1} \mathrm{~A}+\mathrm{BA}=\left(\mathrm{A}^{-1}+\mathrm{B}\right) \mathrm{A}$
Now let's write them down in the form below $\operatorname{Det}(I+A B)=\operatorname{det} A(A-$ $\left.{ }^{1}+\mathrm{B}\right)=\operatorname{det} \mathrm{Adet}\left(\mathrm{A}^{-1}+\mathrm{B}\right)$
$\operatorname{det}(\mathrm{I}+\mathrm{BA})=\operatorname{det}\left(\mathrm{A}^{-1}+\mathrm{B}\right) \mathrm{A}=\operatorname{det}\left(\mathrm{A}^{-1}+\mathrm{B}\right) \operatorname{det} \mathrm{A}$
So the following equation is appropriate.
$\operatorname{det}(\mathrm{I}+\mathrm{AB})=\operatorname{det}(\mathrm{I}+\mathrm{BA})$

## Condition 2

$\operatorname{Det} A=0$
We will study the m-ordered non-linear equations.
$\operatorname{det}\left(\mathrm{A}_{\lambda}\right)=0$

Where $A_{\lambda}=A-\lambda I$ I- unity matrix.
According to the fundamental theorem of algebra, this equation has the root. Let this equation be as follows

$$
\left\{\lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{n}\right\}
$$

Then the following equation corresponds to the optional $\lambda$ $\forall \lambda \in C \backslash\left\{\lambda_{1}, \lambda_{2}, \lambda_{3}, \cdots \lambda_{n}\right\} \operatorname{det}\left(\mathrm{A}_{\lambda}\right) \neq 0$. It follows from the of
$\mathrm{A}_{\lambda}$ inverse.

## Condition 3

$$
\operatorname{det}\left(I+A_{\lambda} B\right)=\operatorname{det}\left(I+B A_{\lambda}\right)
$$

equality is appropriate.
Using the determinant's continuous function, $\lambda \rightarrow 0$ and we will create the following:

$$
\begin{aligned}
& \lim _{\lambda \rightarrow 0} \operatorname{det}\left(I+A_{\lambda} B\right)=\operatorname{det} \lim _{\lambda \rightarrow 0}\left(I+A_{\lambda} B\right)=\operatorname{det}(I+A B) \\
& \lim _{\lambda \rightarrow 0} \operatorname{det}\left(I+B A_{\lambda}\right)=\operatorname{det} \lim _{\lambda \rightarrow 0}\left(I+B A_{\lambda}\right)=\operatorname{det}(I+B A)
\end{aligned}
$$

So the following equation is appropriate

$$
\operatorname{det}(I+A B)=\operatorname{det}(I+B A)
$$

## Condition 4

1. Equality has been proven for private by the method [3]. For example: for $\mathrm{A}=\mathrm{Z}, \mathrm{B}=\mathrm{Z}^{*}$

Annex 1: Eqn. (5) is proved differently.
Annex 2: For $\forall A, B \in C[m X m]$ equality $A B=B A$, in general it is not appropriate. We have demonstrated that this equality is appropriate, using several methods $\operatorname{det}(I+A B)=\operatorname{det}(I+B A)$.

## Conclusion

In summary, it must be said that equality in the world has been proven in other literature. However, the proofs in this article are based on new methods. The equality in this article is the proof of the common cause. At the current stage of our society development of the national economy systematically studying the laws and trends in the economy mathematical modeling is a powerful logical tool. Improve the negative consequences of the financial and economic crisis qualification in economics and mathematics experts play an important role. It aims to explore areas of the economy through computer technology, to identify the condition of studied objects, to predict them, the ability to develop and adopt scientifically-based management decisions will give. Thus, it is optimal in the national economy and sectors The major part of decision making is economic mathematical modeling based on the goal of the ongoing global economic reforms Increasing productivity, wise from scarce resources use, innovation in production increasing the competitiveness of products is composed of The global financial and economic crisis is the solution of these priorities and uncertainty arising in the market economy production companies and firms in the conditions of risk The rational use of scarce resources, analysis of the product group by competitors control of behavior of enterprises and firms, production of enterprises maximizing utilization and minimizing costs Optimization of Business Plan and Strategies, Basic Economics performance indicators, inflation and unemployment learning is important. I hope the inequality in this article will be widely used in the economy in the future.
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