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Abstract
The analysis and identification of paper is a major research topic in the field of forensic document examination. Damage to documents serving 
as test specimens must be reduced to a minimum; thus, a non-destructive analysis method must be used for analyzing the paper that comprises 
the documents. Various non-destructive analysis and identification methods are currently being developed for this purpose. Herein, multiple light 
sources were used to perform non-destructive optical inspection of office paper specimens of major brands used in South Korea to verify the 
possibility of analysis and identification. Additionally, the images obtained through the non-destructive analysis were applied in a deep learning 
algorithm to test whether paper specimens from the same brand could be automatically classified.
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Introduction

Paper analysis and classification in forensic science 

Paper is one of the most commonly used materials for documentation, and 
its importance is indisputable [1]. There are many ways in which paper can be 
classified, one of which is according to its use, such as office (printing) paper, 
writing and painting paper, packaging paper, and sanitary paper [2]. As types of 
paper differ according to their use, basic raw material, and fabrication process, 
the physical and optical properties of paper vary [3-5]. The analysis of paper 
involves identifying the main raw materials and pulp and additives as well as 
investigating the composition and physical properties. After pulp, a filler is the 
material that accounts for the largest proportion in the composition of paper; 
a filler fills the inside of paper for improving the writing and printing properties. 
The type and composition ratio of a filler in paper can be determined through 
Scanning Electron Microscopy with Energy Dispersive X-ray (SEM-EDX) 
spectroscopy, and the results can be utilized to approximately identify the 
brand of the office paper [6,7].

In the field of forensic science, the same documents may be used 
multiple times for investigations and in trials between interested parties after 
investigation, as well as commonly reanalyzed for other issues; therefore, it is 
common to use non-destructive methods [8-11]. However, the most commonly 
used analysis methods in other fields destroy the specimens; thus, such 
methods cannot be effectively applied in forensic science. Formation is a 
physical property indicating the uniformity of distribution and texture of pulp 
fibers in paper, and can be observed and analyzed from an image of the pulp 
when viewed through a projected light source. Formation is predominantly 
determined by the manufacturing process, which is particularly dependent on 

the production line of the manufacturing factory of the paper; other factors 
such as the ratio of composition also affect the formation. As the manufacturing 
lines of paper companies are large structured systems that are specific to each 
company and difficult to modify once established, the properties of paper 
produced are unique to each company and are expected to not undergo 
changes for a long period of time. In this study, we conducted preliminary 
research on the formation of different paper specimens. We tested whether 
office paper could be classified according to the manufacturing company 
based on their formation patterns observed via optical analysis. Furthermore, 
we investigated whether automated classification is possible using deep 
learning and the results derived therefrom.

Convolutional neural network 

Pattern recognition technology automatically extracts pattern information 
from various types of data. It is classified broadly as a branch of computer 
science and narrowly as artificial intelligence technology. Pattern recognition 
technology aims for computers to be able to mimic the audio–visual cognitive 
abilities of humans, for whom pattern recognition refers to the identification 
and understanding of external phenomena via the processing, analysis, and 
integration of information transmitted through sensory organs. It is frequently 
used for applications such as economic forecasting using economic indicators, 
understanding the meaning of sentences by recognizing. 

The shape of the letters and identifying people by recog-
nizing biometric data 

Convolutional Neural Network (CNN) is a deep learning algorithm used 
for extracting salient features or attributes from pattern recognition data and 
classifying the input data into identifiable classes [12-14]. CNN has recently 
become a commonly used method in the field of pattern recognition as it can 
find unique features in a large number of training images and classify them, 
and subsequently automatically classify new images into predefined categories 
by extracting the pre-trained unique features [15].

Methods 

Specimen preparation and optical image acquisition: For this study, 
200 sheets of commercially available office paper from eight major paper 
companies in South Korea were used. Transmitted light images of the office 
paper specimens were obtained using a video spectral comparator with 
multiple light sources under the conditions summarized in Table 1 [16]. Prior to 
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image acquisition, a white calibration standard (Serial No. 8804577) was used 
to adjust the white balance of the video spectral comparator [17]. The images 
were obtained from random locations on the sheets of paper (Figure 1).

Machine learning method and training data acquisition using CNN: 
For training data, we prepared 1,600 transmitted light microscopy images 
of each of the eight types of office paper selected for the study. To extract 
the unique properties of the formation pattern and color observed using 
transmitted light, 25 random areas with dimensions of 128 × 128 pixels each 
were extracted from each input image. A total of 40,000 images were used as 
training data.

Results and Discussion 

Transmission image analysis

The paper formation images of the specimens were obtained using an 
infrared light source with a 530–630 nm wavelength range and a filter. Then, 
combining with the transmitted light and changing the infrared light filter to 
obtain a wavelength range of 645–1000 nm, the formation patterns of the 
specimens were observed. When the 830-nm wavelength was combined 
with the transmitted light, the specimen identification results were superior to 
those obtained using the other wavelengths. In particular, it was difficult to 
identify and distinguish the formation patterns of specimens when using low 
wavelengths [18].

Ultraviolet transmission image analysis 

Different wavelengths of ultraviolet light—365, 312 and 254 nm—were 
used to screen the samples and obtain paper formation images, and were 
then combined with the transmitted light to observe the formation patterns. 
The results of combining the 365-nm wavelength and the transmitted light are 
summarized in Figure 2. However, it was difficult to distinguish the specimens 
from one another [19].

During the fabrication process of office paper, fluorescent substances 
are added to the surface to turn the yellow color of the pulp into white. Each 
manufacturer varies the fluorescent substance and treatment processes used 
to achieve their desired whiteness of the paper. The fluorescent substances 

on the paper surface can be differentiated by ultraviolet light detection. The 
pattern and extent of fluorescence that reacts with the ultraviolet light varies 
according to the content of the fluorescent substances. Therefore, it was 
hypothesized that different paper specimens can be more easily discerned 
by observing images with combined ultraviolet and transmitted light. However, 
the image analysis results from the combined ultraviolet and transmitted light 
showed that distinguishing the paper was more difficult than when using visible 
and infrared light, as the formation patterns were harder to observe in the 
images obtained from ultraviolet light.

Visible light transmission image analysis 
The specimens were identified from the images using a combination of 

visible and transmitted light. The visible light allowed for the intrinsic colors 
of each paper to be observed clearly, and the uniformity and texture of the 
pulp fibers distributed throughout the paper were easy to observe as well. The 
experimental image results are presented in Figure 3. To investigate whether 
paper specimens could be distinguished and identified based on the above 
results in Figure 4, a representative image in Figure 5 was compared with 
randomly selected specimens. The best rate of identification achieved as a 
result of this comparison was 92% (737 out of 800 specimens, as identified by 
a document examiner).

However, there were deviations in the results owing to the subjectivity of the 
document examiner. To resolve this issue, we implemented the CNN learning 
model to establish a more objective method for color and formation pattern 
analysis, and developed a system that automatically derives identification 
results [20].

Automated identification using CNN 
In this study, CNN learning was attempted by using the extracted random 

images as input data. The eight companies that the office paper specimens 
were sourced from were chosen as the categories. The unique properties of 
each paper that were observed from the transmitted light were automatically 
determined and stored in each layer of the CNN. Additionally, neural network 
weights, which minimized the error through error backpropagation, were 
calculated. The performance of the system was verified through the trained 
weights. For system validation, the images of paper specimens of known 
identities other than the images used in training were used as input, with 50 

Table 1. Conditions for optical analysis of transmission images using a video spectral comparator with multiple light sources.

Iris (%) Intergration (ms) Magnification (x) Wavelength

Visible light-transmitted light 70 33
(30 ~ 35) 8 -

IR-transmitted light 90 140 8 830 nm
UV-transmitted light 90 ~ 91 15 8 365 nm

1 2 3 4

5 6 7 8

Figure 1. Formation images of each specimen obtained using combined infrared light (830 nm) and transmitted light.
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1 2 3 4

5 6 7 8

Figure 2. Formation images of each specimen obtained using combined ultraviolet light (365 nm) and transmitted light.

1 2 3 4

5 6 7 8

Figure 3. Representative images of the specimens observed obtained using combined visible and transmitted light.

Figure 4. Identification test: Eight types of paper formation images were presented, and the document examiner had to select the image that was most similar to the test specimen 
(green dotted line).

Figure 5. Extraction of random areas from specimen.

areas being extracted and entered into the trained CNN. After the results were 
derived, weights were given to the results of the 50 areas 

A Gaussian kernel was applied to assign a higher weight to the extracted 
images closer to the centers of the original transmitted light images to consider 
optical properties such as the lens aberration of the imaging device. As clearer 
images were obtained from the areas closer to the centers of the images, 
the classification results were more reliable. The results for each area was 
assigned a non-negative real number between 0 and 1 such that the sum of all 
the results from all eight categories was 1. After applying the weight of the term 
to the probability value of each category, the sum of the derived results from 
all areas was calculated, and the category with the highest score was selected 
as the final result, and the sample was identified as belonging to that category.

The initial CNN model was initialized with random values, and was trained 
using gradient descent to produce the optimal results. Therefore, due to the 
initial random weight, different results were derived when the training was 
repeated, even for the same data. In this study, results were derived from three 
sets of training, which are shown in Table 2. The three sets of results exhibited 
an average identification performance of 97.28% (Figure 6).
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Conclusion 

In this study, we identified paper from formation images obtained from 
non-destructive optical analysis, which involved the combination of transmitted 
light with various wavelengths of light from different sources. The paper 
identification rate from formation images was highest when visible light and 
transmitted light were combined. Document examiners were able to identify 
each paper using formation images at a maximum identification rate of 92%. 
By training with a deep learning CNN model, the average rate of identification 
was increased to 97.28%. The results therefore demonstrate the advantage 
of using deep learning for obtaining objective and quantifiable analysis 
results in comparison to traditional paper identification, which depends on the 
observation and subjective determination of the examiner.
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