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Introduction
Scientific computation plays an important role in natural sciences, 

engineering and technology. It has become an indispensable tool in 
many areas. The Poisson equation is an essential partial differential 
equation in fluid dynamics and electromagnetic. Due to its analytical 
solution of a Poisson equation is difficult to obtain, an alternative 
method is to find its numerical solution. A classical method to get the 
numerical solution of the Poisson equation is the standard five-point 
or nine-point difference scheme, which is simple to use and second-
order accurate [1-3]. In order to enhance the accuracy of the difference 
scheme, it is often required to have finer mesh split or to use more 
complex difference scheme, which will result in much more computing 
time and larger amount of data storage. Moreover, as the scale of data 
increases, the dimension of the coefficient matrix of the linear equations 
will increase and the numerical solutions will become less stable. To 
acquire good experimental data usually need a compromise between 
the calculation efficiency and data storage capacity. In the numerical 
solution of the two-dimensional Poisson equation, the function value 
often fluctuates considerably. In areas with a higher absolute value of 
the derivative (if it exists), the mesh accuracy needs to be higher. In 
doing so, we need to apply to the whole domain, leading to the data 
storage and computation time doubled. In fact, in some parts of the 
domain, even if the division accuracy increases, the accuracy of the 
numerical solution may stay the same. Therefore, it is of importance 
to simplify the calculation and to reduce data storage while ensuring 
sufficient accuracy of numerical solutions. 

The proposed new k-modes method is an extension of the k-means 
algorithm [4] for processing large data in data mining. In 2003, Hu 
and Chen proposed an effective method based on mesh grid for high-
dimensional data and large data sets [5]. In 2009, an algorithm based on 
mesh grid and module indicator optimization hierarchical clustering 
was also proposed [6]. Recent research on the difference scheme for 
differential equations has mainly applied new results of other research 
areas to the classical numerical algorithms. For instance, the double-
grid [7] finite difference method for nonlinear elliptic and parabolic 
equations was given in 2004. Another method of second order elliptic 
equation with variable coefficients [8] for solving initial boundary 
problems was developed in 2010. They provided a difference scheme 
and proved its existence, uniqueness, convergence and stability 
using energy method. Recent research on the numerical solution of 
differential equations is mainly focused on applying data processing 

algorithms to the problem-solving process, such as the Radial Basis 
Function (RBF) neural network for solving differential equations [9,10]. 
Another approach is to construct an effective difference scheme for new 
forms of differential equations obtained from the engineering field or 
theoretical deduction. For example, in computational fluid dynamics 
(CFD) field, building an effective calculation method to capture shock 
is a key part of the study. 

To our knowledge, there are not research publications to use 
k-modes cluster to construct five-point difference scheme for solving
a two-dimensional Poisson equation. In this paper, based on the
development of new algorithms in data mining, we applied k-modes
cluster to the standard five-point difference scheme and proposed a
new method for solving two-dimensional Poisson equation where we
constructed the five-point difference scheme based on k-modes cluster
algorithm. The proposed new method not only ensures the stabilization 
of solutions of the fully discrete two-dimensional (2-D) Poisson system, 
but also reduces the computational load and avoids time-consuming
calculations, while guaranteeing the sufficient accuracy of its numerical 
solution. This new method also enhances calculation efficiency.

In the next section, the k-modes cluster algorithm is given and 
the new five-point difference scheme based on k-modes clustering for 
2-dimentional Poisson equations are developed. Given below, some
numerical examples are presented to illustrate the errors between the
solutions of the proposed and the standard five-point difference scheme,
and below section provides conclusions and future research topics.

K-modes method and the new five-point difference scheme
based on k-modes cluster for two-dimensional Poisson
equations

We consider the Dirichlet boundary problem of two-dimensional 
Poisson equation 
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Abstract
In this paper, we proposed a new method for the numerical solutions of a two-dimensional Poisson equation, 

where we used k-modes clustering algorithm to improve the standard five-point difference scheme. Numerical 
experiments have shown that the five-point difference method based on k-modes cluster is effective and efficient. 
The proposed new method not only reduces computing time remarkably, but also shows better performance in data 
storage and stability than the standard five-point difference scheme. 
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Where ( ){ }Ω = < < < <x, y a x b, c y d , a,b,c,d  are constants, 
( ) ( ), , ,ϕf x y x y , are the given functions, ( )u x, y  is the unknown 

function.

 K-modes algorithm: The k-means clustering algorithm is widely 
used in data mining. Compared with k-means algorithm, the k-modes 
algorithm can handle classified attribute-type data where the k-means 
algorithm cannot [11,12]. 

The k-modes algorithm uses modes instead of the means in 
clustering. It is similar to k-means, which renews alternately the cluster 
center and divides the matrix, till the value of the cost function remains 
unchanged. The k-modes algorithm takes the dissimilarity measure 
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of the distance in the k-means algorithm.

In the k-modes algorithm, the smaller the dissimilarity measure, 
the smaller the distance. The dissimilarity measure between a sample 
and a cluster center is the number of their different properties. The 
sample belongs to the cluster center that has the minimum dissimilarity 
measure. 

Use the following function is minimized as the clustering criterion 
function: 

( ) ( )
1 1
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δ
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P Z d u z

Where, ×∆n m  is the membership matrix, 1 2( , ,..., ),= kZ z z z n  
represents the set of objects contains the number of elements and 
corresponding to the membership of the row vectors of the matrix. k 
represents the number of the divided sub-class, which corresponds to 
the case reported in the column vector matrix. 

The new five-point difference scheme based on k-modes cluster 
for two-dimensional Poisson equations: In the following, we will 
present how to construct a five-point difference scheme based on 
grid function and error function k-modes clustering for solving two-
dimensional Poisson problems:

a) Divide the given solution domain. For the convenience of 
explanation, we choose to divide the domain evenly in this paper. The 
initial division can be given at a moderate division step. To ensure that 
the numerical fluctuations of the solutions can be reflected as much as 
possible, we choose the initial division by comparing different step sizes.

b) Divide the grid nodes. Discretize the 2-D Poisson problem 
by using a five-point difference scheme and solve the discrete linear 
equations to obtain a rough numerical solution.

c) Store the grid nodes and the corresponding numerical solution. 
The corresponding relationship should be guaranteed. Consequently, the 
grid function ( , )=ij i ju u x y  and the error function ( , )ε = −i j i j i ju u x y  
can be obtained. Then, begin to cluster with two forms (see Step d) and 
Step e)).

d) Cluster based on grid function ( , )=ij i ju u x y . Define the 
Euclidean distance between two vectors. We cluster each pretreated 
fragment based on k-modes algorithm of above:

o Select k objects random according to the given value of k, the 
vector 1 2( , ,..., )= kZ z z z , Zi is an initial representative of the center of a 
cluster. The vector 1 2( , ,..., ),= k iM m m m m  is an initial representative of 
the mean.

o For each of the remaining objects, calculate the dissimilarity 
measure ( , )ε ij ld u z  for each data point with k classes between the centers 
using Euclidean distance. And through different values to calculate the 
membership matrix ( ) ,tU  where

,

1, ( , ) ( , ), ,
0,

ε εδ
≤ ≤ ≤

= 


i j l i j hk
i j

if d u z d u z l h l k
otherwise

 

o Recalculate the center of each cluster ( )tZ  and the mean of each 
cluster ( )tM . Define ( 1)+tZ  that is the minimum data error between the 
mean and the center of the family.

o Calculate matrix ( , ),P U Z  if ( ) ( 1) ( ) ( )( , ) ( , ),+ =t t t tP U Z P U Z  the 
algorithm ends. Otherwise, set t=t+1, then go to step b.

o The value of k is determined by the function image of the 
numerical solution of two-dimensional Poisson equations through 
several tests.

e) Cluster based on error function ( , )ε = −i j i j i ju u x y . Use ε i j  is 
instead of i ju  in the dissimilarity measure, select the same clustering 
algorithm as in Step 4).

f) Apply different grid division strategies to the corresponding 
regions of each clustered class. We finer the mesh in places with 
large fluctuations, and maintain the original grid in places with small 
fluctuations.

g) Linking all classes after the data processing in accordance with 
the original order to form a new subdivision. In the new mesh, using 
a five-point difference scheme, apply different discretization methods 
at inner points and junction points of the mesh in order to get the new 
discrete equation and solve it again.

Numerical Experiments
In this section, numerical experiments are conducted in the two-

dimensional Poisson equations with Dirichlet boundary value problem, 
giving
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The exact solution of problem (3) is ( , ) sin( )π= xu x y e y . In the 
following, we apply the five-point difference scheme based on k-modes 
cluster (see above) to solve problem (3).

In the interval [ ] [ ]0,2 0,1×  the problem (3) is given a suitable mesh. As 
the internal [ ]0,2  will be divided into 32 equal portions, and [ ]0,1  will be 
divided into 16 equal parts, which will be }{( , ) 0 32,0 16 .Ω = ≤ ≤ ≤ ≤h i jx y i j   

The mesh directly leads to the five-point difference results, namely 
the linear equations:
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The value of the nodes are substituted into (4), obtaining 
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Solve the linear equations (5) by Gauss-Seidel iteration. 

The results obtained in Step above, such as the exact solutions of 
the nodes, the difference function values and the absolute values of the 
error, are shown in Table 1 (the total number of internal nodes are 464).

Cluster based on the coarse grid function ( , )=i j i ju u x y . After 
repeated trials and approbations, we finally select the class k=2, which 
indicate the class C1 and the class C2 respectively. We can obtain the 
clustering results as follows:

a) The class C1 consists of the following regions: 

[0, 0.375]×[0, 1), (0.375, 0.563)×(0, 0.313], (0.438, 0.563)×[0.813, 
1], (0.563, 0.628)×(0, 0.25), (0.563, 0.625)×[0.875, 1], (0.625, 0.813)× 
(0, 0.188), (0.813, 0.875)×(0, 0.125); 

b) The class C2 includes the remaining regions in the original 
solving domain after removing the regions of the class C1.

Cluster based on the error functions ( , )ε = −i j i j i ju u x y . We still 
select the clustering class k=2, which indicate the class C1* and the class 
C2* respectively. Then, the clustering results are given as follows: 

a) The class C1* consists of the following regions: 

(0, 0.25]×(0, 0.75], (0.25, 0.313)×(0, 0.625], (0.313, 0.375)×(0, 
0.563], (0.375, 0.563)×(0, 0.438), (0.563, 0.688)×(0, 0.313], (0.688, 
0.813)×(0, 0.188); 

b) The class C2* includes the remaining regions in the original given 
area after removing the regions of the class C1*. 

In order to obtain a more exact solution, we divide the mesh in a 
finer way. The class of clustering will be handled as following:

a) For the regions corresponding to the class C1 and C1*, maintain 
the original division fineness unchanged. 

b) For the regions corresponding to the class C2 and C2*, maintain 
the original division fineness unchanged on the abscissa axis, while 
reducing the division step size to a half on the vertical axis. It means 
that there are 814 internal nodes in the grid function cluster and 856 
internal nodes in the error function cluster in total. 

After the difference subdivision, we still use the five-point 
difference scheme for internal nodes. At the junction points of two 
types, , 1 1,− −i j i ju or u  is calculated using the difference schemes of 

1 1,
16 32

= =h l . The equations obtained above are solved by Gauss-Seidel 
iterative method. 

As a result, comparing the numerical solutions of two-dimensional 
Poisson problems that are calculated by the five-point difference 
schemes based on grid functions k-modes clustering and error functions 
k-modes clustering process, we can give the error curves graph of the 
numerical solution with five-point difference processing based on grid 
function ( , )=i j i ju u x y  k-modes clustering, which is shown in Figure 
1 (The unit of error shaft: ×10-1).

The error curves graph of the numerical solution with difference 
processing based on error function  clustering is shown in Figure 2 (The 
unit of error shaft: ×10-1).

Conclusions 
From Figure 1 and Figure 2, we notice that the error between the 

numerical solutions calculated by the grid function ( , )=i j i ju u x y  
k-modes clustering and analytical solution is slightly larger than the 
error between the numerical solutions calculated by the error function  

( , )ε = −i j i j i ju u x y  k-modes clustering and analytical solution. 
Therefore, we can conclude that the five-point difference schemes based 

Nodes

( ),i jx y
Grid Function 

Values
,i ju

True values of the 
nodes
( ),i ju x y

Absolute values of the 
error

( ),ε = −
ijij i ju u x y

(0.063,0.25) 0.750371 0.752711 0.002
(0.125, 0.5) 1.126169 1.133148 0.007
(0.25, 0.5) 1.27037 1.28402 0.014
(0.5, 0.5) 1.623932 1.648121 0.025

(0.75, 0.5) 2.08566 2.117 0.031
(1.0, 0.5) 2.68624 2.71828 0.032

(1.25 , 0.5) 3.463609 3.490342 0.027
(1.5, 0.5) 4.464887 4.48169 0.017
(1.7, 0.5) 5.74887 5.7546 0.005

Table 1: Results of the five-point difference scheme for the two-dimensional 
Poisson equation.

 

Figure 1: The error after a finer division of the grid functions,  1 1,
16 32

= =h l

 

Figure 2: The error after the finer division of the error function,  1 1,
16 32

= =h l
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on the error function ( , )ε = −i j i j i ju u x y  for k-modes clustering for 
solving two-dimensional Poisson problems is a method even better 
than the five-point difference schemes based on the grid function 

( , )=i j i ju u x y  for k-modes clustering for solving two-dimensional 
Poisson problems.

The proposed methods are a brand-new method that has never been 
applied to solving two-dimensional Poisson equations. From Figure 1 
and Figure 2, we get the results of the k-modes clustering algorithm 
based on the processing of the grid function ( , )=i j i ju u x y  and error 
function ( , )ε = −i j i j i ju u x y . Although the power exponent of their 
absolute errors is an order lower than the direct difference method in 
magnitude, but we can save nearly half of the data storage capacity, 
and the number of iterations can be reduced from 191 times to 151 
times, improving the solving speed of numerical solution. Furthermore, 
during the process of obtaining the numerical solution through 
these methods, the geometric properties of the two-dimensional 
Poisson equations do not need to be considered again, and the five-
point difference schemes based on k-modes clustering are also more 
stable. An order of magnitude error is within the allowable range for 
the majority of problems and does not have a direct influence on the 
accuracy of the results. In this paper, the numerical experiments have 
shown that we proposed five-point difference schemes based on the grid 
functions  ( , )=i j i ju u x y k-modes clustering and the error functions

( , )ε = −i j i j i ju u x y k-modes clustering are effective and efficient, they
will have extensive applications.

Funding
This work is supported by National Natural Science Foundation of China 

(Grant No. 11271367).

References
1. Samarski AA, Andreev VB (1984) Difference Methods for Elliptic Equations.

Wuhan University, Science Press, Beijing, China.

2. Lu JF, Guan Z (1987) Numerical Solution of Partial Differential Equations. 
Tsinghua University Press, Beijing.

3. Sun ZZ (2005) Numerical Solutions of Partial Differential Equations. Science 
Press, Beijing, china. 

4. Zhexue H (1998) Extensions to the k-Means Algorithm for Clustering Large
Data with Categorical Values. DATA MIN KNOWL DISC, 2: 287-290.

5. HuY, Chen G (2003) An effective cluster analysis algorithm based on grid and
intensity. Computer Applications, 23: 64-67. 

6. Wang N, Du HF, Wang SA (2009) Hierarchical Clustering Algorithm Based on 
the Modularity Criterion Optimization. WORLD SCI-TECH R&D, 31: 824-826. 

7. Chen T (2004) Two-grid difference methods for two kinds of nonlinear equations. 
Shandong University Master's Thesis, PR China.

8. Zhong T, Chen ZY, Xiao XL (2010) A Finite Difference Scheme for A Class
of Elliptic Differential Equation with Variable Coefficients. Journal of  Baoshan 
College 2: 57-61.

9. Yang Q, Wan H (2006) A Numerical Solution of Differential Equation Based 
on Adapted Radial Bases Function Network. Journal of Projectiles, Rockets, 
Missiles and Guidance 26:192-194.

10.	Jiyanu Li, Siwei L, Yingjian Q, Yaping H (2003) Numerical solution of elliptic 
partial differential equation using radial basis function neural networks. 16: 729-
734. 

11.	Ahmad A, Dey L (2007) A K-mean Clustering Algorithm for Mixed Numeric and 
Categorical Data. DATA KNOWL ENG 63: 503-527. 

12.	Michael KNg, Li MJ, Huang JZ, He Z (2007) On the Impact of Dissimilarity 
Measure in k-Modes Clustering Algorithm. PATTERN ANAL APPL 29: 503-507.

http://dl.acm.org/citation.cfm?id=593469
http://caod.oriprobe.com/articles/24260087/A_Finite_Difference_Scheme_for_A_Class_of_Elliptic_Differential_Equati.htm
http://caod.oriprobe.com/articles/10649536/A_Numerical_Solution_of_Differential_Equation_Based_on_Adapted_Radial_.htm
http://ieeexplore.ieee.org/xpl/login.jsp?tp=&arnumber=1223302&url=http%3A%2F%2Fieeexplore.ieee.org%2Fiel5%2F8672%2F27472%2F01223302.pdf%3Farnumber%3D1223302
http://edu.cs.uni-magdeburg.de/EC/lehre/sommersemester-2013/wissenschaftliches-schreiben-in-der-informatik/publikationen-fuer-studentische-vortraege/kMeansMixedCatNum.pdf
http://www.computer.org/csdl/trans/tp/2007/03/i0503-abs.html

	Title

	Corresponding author
	Abstract
	Keywords
	Introduction
	K-modes method and the new five-point difference schemebased on k-modes cluster for two-dimensional Poissonequations

	Numerical Experiments
	Conclusions
	Funding
	Table 1

	Figure 1

	Figure 2

	References



