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Introduction
Topological isometric conjugacy

Originally, such factor maps were defined only using translations 
[1]. When requiring f(ɸ(T))=ɸ(f(T)) for arbitrary isometries, many 
homeomorphisms, which are a topological conjugacy for translations, 
are no longer topological isometric-conjugacies. The reason is that 
general isometries do not commute with each other, but translations 
do [2,3].

Example 1.1: Consider the map f of a tiling space Ω onto itself, 
such that f(ɸ(T))=ɸ(T) for ɸ∊Isom(n), and T∊Ω [4]:

For example, if T is the standard lattice in 2 and ΩT its hull 
(with respect to isometries). Choose ɸ as a translation by v, that is, 
f:T′→T′+v for any T′∊ΩT [5]. It is clear that f is a factor map with respect 
to translations, since f(T′+w)=T′+w+v=f(T′)+w. On the other hand, 
f(ψ(T))ψ(T)+v)≠ψ(T+v), if ψ is a rotation by 90° around (0,0), and 

1 1= ( , )
4 4

v : Then (T)=T implies that ψ(T)+v=T+v, but ψ(T+v)≠T+v, 

which means that f is not a factor map with respect to isometries 
(Figure 1).

Remark 1.2 : If we allow for an additional isometry on the affine 
space n (in our case, just φ), then ΩT [6] and ΩT′, become topologically 
conjugated again (proposition 2.7). 

This motivates the following definition [7]:

Definition 1.3: For tiling spaces Ω and Ω′, the continuous map 
f:Ω→Ω′ is called an isometric-factor map (γ-i-factor map for short) if 
there exists γ∊Isom(n), such that for all φ∊Isom(n), and for all T∊Ω 
[8]:

f(φ(T))=(γφγ-1)(T) 

If f is also a homeomorphism, then f is called a topological isometric-
conjugacy (topological γ-i-conjugacy for short) [9]. 

Lemma 1.4: The inverse map f--1:Ω′→Ω of a topological i-conjugacy, 
f:Ω→Ω′ is also a topological i-conjugacy[10]. 

Proof: For T′∊Ω′, there exists a unique T∊Ω, such that f(T)=T′ (as 
f is a homeomorphism). f is a topological i-conjugacy; therefore, there 
exists γ∊Isom(n) such that [11]
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1 1 1

( ( )) = ( )( ) ; ( )
( ) = (( )( ))

( ) = ( ( )) ;as = .

nf T T Isom
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T f T
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−
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− − −

′ ′ ′ ′ ′∀ ∈
′ ′ ′ ′⇔

′ ′ ′⇔


                    (1)

By choosing γ′=γ-1, we get:
1 1( ( )) = ( ( )) ; .f T T Tφ γ φγ− −′ ′ ′ ′ ′ ′∀ ∈Ω

Hence, f-1 is a topological γ-1-i-conjugacy. 
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Abstract
What does it mean when we say that two simple tilings or two simple tiling spaces are equivalent? There are 

several different notions that explain this, as we will see in this article.

By introducing a topology on tiling spaces, there is a notion of a continuous map f:Ω→Ω between two tiling 
spaces Ω,Ω′. The map f is a homeomorphism if f is 1−1, onto and f−1 is also continuous.

For a homeomorphism between simple tiling hulls, we only need to check whether f is continuous, 1−1 and onto, 
since f−1 is automatically continuous as ΩT is compact.

Next, we want to consider continuous maps respectively homeomorphisms, which interact properly with the 
action of the isometry group on the tiling spaces.

T
ψ(T ) = T + v

•
(0,0)

•v

Figure 1: Translated standard lattice tilings of E2 .

Remark 1.2 If we allow for an additional isometry on the affine space En (in
our case, just φ), then ΩT and ΩT ′ become topologically conjugated again (see
later Proposition 2.7).

This motivates the following definition:

Definition 1.3 For tiling spaces Ω and Ω′, the continuous map f : Ω → Ω′ is
called an isometric-factor map (γ-i-factor map for short) if there exists γ ∈
Isom(En), such that for all φ ∈ Isom(En), and for all T ∈ Ω:

f
(
φ(T )

)
=

(
γφγ−1

)
(T ).

If f is also a homeomorphism, then f is called a topological isometric-conjugacy
(topological γ-i-conjugacy for short).

Lemma 1.4 The inverse map f−1 : Ω′ → Ω of a topological i-conjugacy
f : Ω → Ω′ is also a topological i-conjugacy.

Proof For T ′ ∈ Ω′, there exists a unique T ∈ Ω, such that f(T ) = T ′ (as
f is a homeomorphism). f is a topological i-conjugacy; therefore, there exists
γ ∈ Isom(En) such that

f
(
φ′(T ′)

)
= (γ−1φ′γ)(T ′) ; ∀φ′ ∈ Isom(En)

⇐⇒ φ′(T ′) = f−1
(
(γ−1φ′γ)(T ′)

)

⇐⇒ γφγ−1(T ′) = f−1
(
φ(T ′)

)
; as φ′ = γφγ−1 .

(1)

By choosing γ′ = γ−1, we get:

f−1
(
φ(T ′)

)
=

(
γ′−1φγ′(T ′)

)
; ∀T ′ ∈ Ω′.

Hence, f−1 is a topological γ−1-i-conjugacy. �

2

Figure 1: Translated standard lattice tilings of 2 .
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Remark 1.5 If we define topological conjugacies using only 
translations, the definition reduces to [12]:

∀τ∊Trans(n), f(T+τ)=f(T)+τ

Since conjugating in the abelian group, Trans(n) is trivial. One 
could also allow for automorphisms of Isom (n) different from φ→γ-1φγ 
(if they exists at all). These notions of topological conjugacy on tiling 
spaces are different, as example 1.1 shows. 

Example 1.6: Let T be the standard lattice tiling constructed from 
tiles which are squares with vertices of the form (n+m), (n+1,m), 
(n,m+1), (n+1,m+1); n, m∊ and T′ the slanted lattice tiling obtained 
from the rhomb with vertices (0,0), (1,0), (2,1), (1,1) and all its 
translations by vectors (n,m)∊2, in Figure 2. 

There is a natural map f:ΩT′→ΩT, such that f is a 4-1 map.

Given a tiling TT ′′∈Ω , we obtain a tiling TT ∈Ω  by halving each of 
the rhombs in T ′  and uniting two of these halves to a square whenever 
they meet face-to-face along a diagonal edge. 

The following picture shows how we obtain the same standard 
lattice tiling from 4 different slanted lattice tilings: 

The four slanted lattice tiles in Figure 3, are mapped to each other 
by isometries in the cosets of D2 in D4. 

Obviously, halving the rhombs commutes with applying an 
isometry on them, so that f is an i-factor map (with γ=id2). 

Mutual Local Derivability
The strongest notion of equivalence used in the literature is Mutual 

Local Derivability; (MLD for short).

To obtain our results; we have to extend the definition of MLD [1] 
to isometrical MLD (Isometrical case) by imposing the taxicab metric 
d0 on Isom (n), then replacing translations by isometries in the original 
definition, as we will see. 

MLD tiling spaces

Definition 2.1: If Ω and Ω′ are tiling spaces, we say that Ω′ is 
isometric locally derivable (γ-i-LD for short) from Ω if there is a 
surjective γ-i-factor map f:Ω→Ω′ that is defined locally. More precisely, 
there exists a radius R such that, whenever two tilings T1,T2∊Ω agree on 
a ball of radius R around x ∊n, the tilings f(T1) and f(T2) in Ω′ agree on 
the patches covering γ(x), i.e., 

1 ( ) 2 ( ) 1 { ( )} 2 { ( )}[ ] = [ ] then[ ( )] = [ ( )] .B x B x x xR R
T T f T f Tγ γ

If these implications hold, R will be called the i-LD radius.

If f−1 is a topological γ-1 i-conjugacy making Ω γ-1- i-LD from Ω′, 
then Ω and Ω′ are called i-MLD. 

Remark 2.2: To distinguish between translationally and 
isometrically MLD, we add translationally and isometrically.

If we only speak of MLD, we always mean isometrically-MLD.

Similarly, for γ-LD, we often leave out γ if it is clear from the 
context what γ is. 

Example 2.3: Consider the standard lattice tiling T in the Euclidean 
plane. By dividing the tiling T into halves, we get a new tiling T′ (Figure 
4). This gives a natural map f between the tiling spaces ΩT and ΩT′ by 
setting f(ɸ(T))=ɸ(T′) for all ɸ∊Isom(n), since the hull ΩT of T and ΩT′ 
of T′ are equal to the orbits of T and T′.

Clearly, f is continuous and an i-factor map (using γ=id2), as its 
defining equations shows. 

Figure 2: Standard lattice tiling and slanted lattice tiling of 2.

Figure 3: Standard lattice tile can be obtained from one of these four different 
slanted lattice tiles. Figure 4: LD but not MLD lattice tilings ( )——,   ,    .T T T= ′ = − − − = − − −
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Also, f is surjective, but is not a homeomorphism as it is not 
1−1, since a given tiling in ΩT′ can be obtained from two tilings ,T T  
in ΩT differing by a translation of length 1

2
 (Figure 4). Therefore, 

f(ɸ(T))=f((T)) and ɸ≠ψ. The i-LD property is satisfied because we can 
obtain the red tile by taking one of the black tiles and subdividing it, 
which is a local condition. Then, we can find a radius R around x∊n, 
such that:

( ) ( ) { } { }[ ] = [ ] [ ( )] = [ ( )] .B x B x x xR R
T T f T f T′ ′

For example, R>2 will do, because then, BR(x) will always contain a 
square of any tiling in ΩT, for any x∊2.

Lemma 2.4: If Ω and Ω′ are two i-MLD tiling spaces, with i-MLD 
radius R, then, for tilings T1,T2∊Ω, 

1 ( ) 2 ( ) 1 ( ( )) 2 ( ( ))[ ] = [ ] [ ( )] = [ ( )] ; for all r 0.B x B x B x B xr R r R r r
T T f T f Tγ γ+ +

≥

Proof: By covering the ball Br+R(x) with balls BR(x′) where |x′-
x|<r⇔x′∊Br(x), we will have: 

1 ( ) 2 ( ) 1 ( ) 2 ( )

1 { } 2 { }

1 { } 2 { }
( ( )) ( ( ))

1 ( ( )) 2 ( ( ))

[ ] = [ ] [ ] = [ ] ; ( )

[ ( )] = [ ( )] ; ( ( ))
[ ( )] = [ ( )]

[ ( )] = [ ( )] ;

B x B x B x B x rr R r R R R

x x r

x x
x B x x B xr r

B x B xr r

T T T T x B x

f T f T x B x
f T f T

f T f T
γ γ

γ γ

γ
′ ′+ +

′ ′

′ ′
′ ′∈ ∈

′⇒ ∀ ∈

′⇒ ∀ ∈
⇒

⇒

 

    (2)

Since ∪x′∊Br(x) [f (T1)]{x′} covers Br(γ(x)). 

Lemma 2.5: Being i-MLD has an equivalence relation on tiling 
spaces. 

Proof: Clearly, by definition, i-MLD is reflexive and symmetric. For 
transitivity, suppose T1,T2∊Ω and 1 1 2 2 1 2 2 2= ( ), = ( ), = ( ), = ( )T f T T f T T g T T g T′ ′ ′′ ′ ′′ ′ , 
where f is a topological γf-i-conjugacy with i-LD radius R f , and g is a 
topological γg-i-conjugacy with i-LD radius Rg. 

If 1 ( ) 2 ( )[ ] = [ ]B x B xR R R Rf g f g
T T

+ + , then, by using Lemma 2.4 we have: 

1 ( ( )) 2 ( ( ))[ ] = [ ] .B x B xR f R fg g
T Tγ γ′ ′

Hence, by Definition 2.1, we have:

1 { ( ( ))} 2 { ( ( ))}[ ] = [ ] ;x xg f g f
T Tγ γ γ γ′′ ′′

and g f  is a topological ( )g fγ γ -i-conjugacy.

Remark 2.6: 1. It is enough to check the γ-i-LD property of a γ-i-
factor map f at a given point x:

Take an isometry ɸ mapping y to x, i.e.,ɸ(y)=x, such that ∀ T1,T2∊Ω, 
we have: 

1 ( ) 2 ( ) 1 ( ) 2 ( ) 1 2

1 { ( )} 2 { ( )}

1 1
1 { ( )} 2 { ( )}

1 1
1 { } 2 { }

1 1{ (

[ ] = [ ] [ ( )] = [ ( )] ; ( ), ( )

[ ( ( ))] = [ ( ( ))]
as is i LD

[ ( )] = [ ( )] ;
as is i factor map

[ ( )] = [ ( )]
[ ( )]

B y B y B x B xR R R R

x x

x x

x x

T T T T T T

f T f T
f

f T f T
f

f T f T
f T

γ γ

γ γ

γφ

φ φ φ φ

φ φ
γ

γφγ γφγ
γ

φγ φγ

− −

− −

−

∈Ω

− −

− −

2 1)} { ( )}

1 ( ) 2 ( )

= [ ( )]

[ ( )] = [ ( )] .
x x

y y

f T

f T f T
γφ

γ γ

−

 (3)

2. The properties of f(T) near the point γ(x) are determined by the 
properties of T on a ball around x, for all tilings T in the tiling space Ω. 

3. Originally, i-MLD was defined using only translations, and for 
tilings rather than for tiling spaces; (Definition 2.9). 

Proposition 2.7: The map f:Ω→Ω on a tiling space Ω, defined 

by f:T→ɸ(T) is a topological conjugacy defining an i-MLD 
homeomorphism; ɸ∊ Isom(n). 

Proof: To prove that f is continuous, we use a metric on Ω 
constructed from the points O and ɸ(O). Since the induced topologies 
are equal, it would suffice to show that: 

( )> 0 > 0 : ( , ) < ( ( ), ( )) < .O Od T T d f T f Tφε δ δ ε′ ′∀ ∃

Choose 30 < < ( )
2

lnε  and pick δ:=ε. d0(T,T′)<δ, which means that 

there exists ψ,ρ∊Isom(n), where 1( , ), ( , ) <
2O n O nd id d id

r
ψ ρ

 
 with 

1:=
1

r
eδ −

, such that: 

( ) ( )

( ) ( )

( ( )) ( ( ))

1 1
( ( )) ( ( ))

( )

[ ( )] = [ ( )]

([ ( )] ) = ([ ( )] )

[ ( )] = [ ( )]

[ ( )] = [ ( )]

1( ( ), ( )) < (1 ) = =

B O B Or r

B O B Or r

B O B Or r

B O B Or r

O

T T

T T

T T

f T f T

d f T f T ln
r

φ φ

φ φ

φ

ψ ρ

φ ψ φ ρ

φψ φρ

φψφ φρφ

δ ε

− −

′

′⇒

′⇒

′⇒

′⇒ +

since dɸ(O)(ɸψɸ-1,idn)=d0(ψ,idn) and dɸ(O)(ɸρɸ-1,idn)=d0(ρ,idn). As 
required, this shows that f is continuous. Clearly, f is 1-1, since if we 
map two different tilings by an isometry ɸ, we obtain two different 
tilings; also, f is onto since f(ɸ-1(T))=T. Hence, f is a homeomorphism. 

f is a topological ɸ-i-conjugacy, since 

f(ψ(T))=ɸψ(T)=ɸψɸ-1(T)=ɸψɸ-1f(T);ψ∊Isom(n) 

Finally, we aim to show that f is i-MLD for any MLD radius R. First, 
notice that f is ɸ-i-LD: 

1 ( ) 2 ( ) 1 2 1 ( ( )) 2 ( ( ))

1 { ( )} 2 { ( )}

[ ] = [ ] ; , [ ( )] = [ ( )]

[ ( )] = [ ( )] .
B x B x B x B xR R R R

x x

T T T T T T

f T f T
φ φ

φ φ

φ φ∀ ∈Ω
     (4)

Similarly, f-1 is also ɸ-i-LD, since f-1 is given by ɸ-1. Hence, f is 
i-MLD.

Remark 2.8: There are tiling spaces which are topological 
i-conjugacies, but not i-MLD. See, for example, the usual Penrose tiling 
space and the rational Penrose tiling space [1].

MLD Tilings 2.2

Definition 2.9: If T and T′ are tilings, T′ is said to be γ-i-locally 
derivable from T, if for some finite radius R, the properties of T′ at each 
point γ∊n are determined by the properties of T in a ball of radius 
R around x. More formally, T′ is γ-i-locally derivable from T if there 
exists a radius R such that, for x∊n and ɸ∊Isom(n), we have the 
following property: 

1
( ) ( ) { ( )} { ( )}[ ] = [ ( )] implies[ ] = [ ] .B x B x x xR R

T T T Tγ γφ γφγ −′ ′

If these implications hold, then the radius R will be called the i-LD 
radius.

If T is γ-1-i-locally derivable from T′, and T′ is γ-i-locally derivable 
from T, then T and T′ are called i-MLD. 

Notice that Remark 2.2 is applied in this section as well.

Notice that S-MLD definition which was mentioned in [2] does 
not contain conjugation with γ (this is necessary for T and γ(T) to be 
MLD); and does not discuss its properties. In particular its connection 
to MLD of the hulls of T and T′, as we will see later on. 
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The following example shows that T and T′ can be translationally-
MLD, but not isometrically-MLD.

Example 2.10: The standard lattice tiling T, and the slanted lattice 
tiling T′ are translationally MLD. T′ is translationally LD from T 
because ( ) ( )[ ] = [ ]B x B xr r

T T y−  implies y∊2, as the vertices of T are all in 
2. But y∊2 also implies, hence we have an equality of patches 
[T′]{x}=[T′-y]{x}. In the same way we can deduce that T is translationally 
LD from T′. Hence, T and T′ are translationally-MLD. 

On the other hand T′ is not isometrically LD from T: Rotating T 
by 90° around a midpoint x of a tile of T does not change T but, Figure 
5 shows that the patches of T′ and the rotated tiling T′ covering x are 
certainly different. 

Lemma 2.11: If T′ is γ-i-locally derivable from T with LD-radius R, 
then for every r: 

1
( ) ( ) ( ( )) ( ( ))[ ] = [ ( )] [ ] = [ ] .B x B x B x B xr R r R r r

T T T Tγ γφ γφγ −

+ +
′ ′

Proof: By covering Br+R(x) with balls BR(x′), and Br+R(y) with balls 
BR(y′), where |x′-x|<r and |y′-y|<rx′∊Br(x) and y′∊Br(y), we will have:

( ) ( ) ( ) ( )

1
{ ( )} { ( )}

1
{ ( )} { }

( ( )) ( ( ))

1
( ( )) ( ( ))

[ ] = [ ( )] [ ] = [ ( )] ; ( )

[ ] = [ ] ; ( )
[ ] = [ ]

[ ] = [ ] .

B x B x B x B x rr R r R R R

x x r

x x
x B x x B xr r

B x B xr r

T T T T x B x

T T x B x
T T

T T

γ γ

γ
γ γ

γ γ

φ φ

γφγ
γφγ

γφγ

′ ′+ +
−

′ ′
−

′ ′
′ ′∈ ∈

−

′⇒ ∀ ∈

′ ′ ′⇒ ∀ ∈
′ ′⇒

′ ′⇒

 

     (5)

Lemma 2.12: Being i-MLD has an equivalence relation on tilings. 

Proof: A tiling is trivially i-MLD with itself. If T and T′ are 
i-MLD tilings, then they are each locally derivable from the other; 
therefore, the property is symmetric. Finally, we show transitivity. 
Suppose T, T′ and T′′ are tilings, such that T′ is γ-i-locally derivable 
from T with i-LD radius R, and T′′ is γ′-i-locally derivable from T′  
with i-LD radius R′. If ( ) ( )[ ] = [ ( )]B x B xR R R R

T Tφ
′ ′+ + , then, by Lemma 2.11, 

1
( ( )) ( ( ))[ ] = [ ]B x B xR R

T Tγ γγφγ −

′ ′
′ ′ . Hence, by Definition 2.9, 

we have:

[T′′]{γ′γ(x)}=[γ′γɸγ-1γ′-1T′′]{γ′′(x)}. 

Hence, T′′ is (γ′γ)-i-LD from T, as required to show transitivity.

Proposition 2.13 : If a tiling T2 is obtained by applying an isometry 
θ∊Isom(n) on a tiling T1, that is, T2=θ(T1); then, T1 and T2 are i-MLD. 

Proof: Assume that 

    [T1]Br(x)=[ɸ(T1)]Br(x):

⇒[T1]{x}=[ɸ(T1)]{x}

⇒θ([T1]{x})=θ([ɸ(T1)]{x})

⇒[θ(T1)]{θ(x)}=[θɸ(T1)]{θ(x)}

⇒[T2]{θ(x)}=[θɸθ-1T2]{θ(x)}.

Hence, T2 is θ-i-LD from T1. Similarly, T1 is θ-1-i-LD from T2, and 
so, T1 and T2 are i-MLD.

Lemma 2.14 Let Tn→T and Sn→S convergent series of tilings, such 
that [Tn]Br(x)=[Sn]Br(x) for some r>0. Then, 

[T]{x}=[S]{x}.

Proof : Let t ∊[T]{x} be a tile containing x. Since Tn→T, we see that 
there exist tiles tn∊[Tn]Br{x} such that tn→t. This implies tn∊[Sn]Br{x} as [Tn]

Br(x)=[Sn]Br{x}. Next, t∊[S]{x}, since Sn→S. Hence, [T]{x}=[S]{x}.

Lemma 2.15: If T and T′ are i-MLD tilings, then their associated 
hulls ΩT and ΩT′ are i-MLD. 

Proof: Suppose T′ is γ-i-LD from T with i-LD-radius R, and T is 
γ-1-i-LD from T′ with i-LD-radius R. Construct the map f:ΩT→ΩT′ by 
setting f(T)=T′ and extend it to the orbit of T by f(ɸ(T))=γɸγ-1(T′).

Claim 1: The map f:O(T)→O(T′) is continuous with respect to the 
topologies induced from the hulls ΩT and ΩT′. 

Proof of claim 1: Let nT T→  be a convergent sequence in O(T). 
Choose , ( )n

n Isomφ φ ∈   such that Tn=ɸn(T) and = ( )T Tφ . Since the 
orbit O(T) can be a nowhere closed dense subset of the hull ΩT, we 
cannot assume that nφ φ→ . Instead we combine the definition of the 
distance between tilings and that of local derivability.

nT T→  tells us that there exists a large R≫0 and ,n nψ ψ  tending 
to idn such that 

( ) ( )[ ( )] = [ ( )] .n n B x n B xR R
T Tψ φ ψ φ

This implies 
1 1

1 1 1 1( ( )) ( ( ))
[ ] = [ ( )] .n n nB x B xR n n R n n
T T

φ ψ φ ψ
φ ψ ψ φ− −

− − − −

Since R will eventually be much larger than the LD-radius of T and 
T′ we may conclude 

1 1 1
1 1 1 1( ( )) ( ( ))

[ ] = [ ( )] ,n n nB x B xR n n R n n
T T

γφ ψ γφ ψ
γφ ψ ψ φγ− − −

− − − −
′ ′

′ ′

for some R′>R/2. Hence 
1 1 1

1 1( ( )) ( ( ))
[ ( )] = [ ( )] .n n nB x B xR n R n

T T
γψ γψ

γφ γ γψ ψ φγ− − −
− −

′ ′
′ ′

Setting 1 1 1' :=n n nψ γψ ψ γ− − −  and possibly further reducing R′ by an 
arbitrarily small amount we obtain 

1 1
( ( )) ( ( ))[ ( )] = [ ' ( )]n B x n B xR R

T Tγ γγφ γ ψ γφγ− −

′ ′
′ ′

since 1( , ) 0O n nd idψ − →


. Which implies: 
1 1( ) ( ).n T Tγφ γ γφγ− −′ ′→

Claim 2: f is a γ-i-factor map, that is: 1( ( )) = ( ) Tf T f T Tφ γφγ − ∀ ∈Ω .

Proof of claim 2: If = ( )n nT lim Tφ→∞ , then: 

1

( ) = ( ( ))
= ( ( )); byclaim1
= ( ).

n n

n n

n n

f T f lim T
lim f T
lim f T

φ
φ

γφ γ

→∞

→∞
−

→∞

		                   (6)

Now, we have, 

2.2 MLD Tilings

Definition 2.9 If T and T ′ are tilings, T ′ is said to be γ-i-locally derivable
from T , if for some finite radius R, the properties of T ′ at each point γ(x) ∈ En

are determined by the properties of T in a ball of radius R around x. More
formally, T ′ is γ-i-locally derivable from T if there exists a radius R such that,
for x ∈ En and φ ∈ Isom(En), we have the following property:

[T ]BR(x) = [φ(T )]BR(x) implies [T ′]{γ(x)} = [γφγ−1T ′]{γ(x)}.

If these implications hold, then the radius R will be called the i-LD radius.
If T is γ−1-i-locally derivable from T ′, and T ′ is γ-i-locally derivable from T ,
then T and T ′ are called i-MLD.

Notice that Remark 2.2 is applied in this section as well.

Notice that S-MLD definition which was mentioned in [2] does not contain
conjugation with γ (this is necessary for T and γ(T ) to be MLD); and does not
discuss its properties. In particular its connection to MLD of the hulls of T and
T ′, as we will see later on.

The following example shows that T and T ′ can be translationally-MLD,
but not isometrically-MLD.

Example 2.10 The standard lattice tiling T , and the slanted lattice tiling T ′

are translationally MLD. T ′ is translationally LD from T because [T ]Br(x) =
[T − y]Br(x) implies y ∈ Z2, as the vertices of T are all in Z2. But y ∈ Z2 also
implies T ′ = T ′ − y, hence we have an equality of patches [T ′]{x} = [T ′ − y]{x}.
In the same way we can deduce that T is translationally LD from T ′. Hence, T
and T ′ are translationally-MLD.
On the other hand T ′ is not isometrically LD from T : Rotating T by 90◦

around a midpoint x of a tile of T does not change T but Figure 5 shows that
the patches of T ′ and the rotated tiling T ′ covering x are certainly different.

•
x

Br(x)

[T ′]Br(x)

ρ •
x

Br(x)

[ρ(T ′)]Br(x)

Figure 5: Rotation of tiles counterclockwise by 90◦.
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Figure 5: Rotation of tiles counter clockwise by 90°.
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1 1( ) = ( )
= ( )
= ( ( ( ))); byclaim1
= ( ( )).

n n

n n

n n

f T lim f T
lim f T
f lim T
f T

γφγ γφφ γ
φφ

φ φ
φ

− −
→∞

→∞

→∞

	                (7)

Claim 3: f−1 is a γ-1-i-factor map.

Proof of claim 3: f−1 can be defined by f−1 (T′)=T and extended to 
the orbit, and then to the hull as above. Hence, similar to the proof of 
claim 2, we will have:

1 1 1( ( )) = ( ) .Tf T f T Tφ γ φγ− − −
′′ ′ ′∀ ∈Ω

Claim 4: f is γ -i-LD.

Proof of claim 4: We first consider the case that T1,T2 are in the 
orbit of T, with T1=ɸ(T) and T2=ψ(T).

( ) ( ) 1 ( )( ( ))

1
1 1( ( )) ( ( ))

1 1
1 1{ ( ( ))} { ( ( ))}

1 1
{ } { }

1 1
{ ( )} { ( )}

{ ( )}

[ ( )] = [ ( )] ([ ] ) = [ ( )]

[ ] = [ ( )]

[ ] = [ ]

[ ] = [ ]
[ ] = [ ]
[ ( ( ))] = [

B x B x B xB xR R RR

B x B xR R

x x

x x

x x

x

T T T T

T T

T T

T T
T T

f T

φ

φ φ

γ φ γ φ

γ γ

γ

φ ψ φ ψ

φ ψ

γφ ψγ

φγ ψγ
γφγ γψγ
φ

−

−
− −

− −
− −

− −

− −

⇒

⇒

′ ′⇒

′ ′⇒
′ ′⇒

⇒ { ( )}( ( ))] .xf T γψ

     (8)

 Now, we can prove the general case: 

Assume that T1=limn→∞ɸn(T),T2=limn→∞ψn(T), and 1 ( ) 2 ( )[ ] = [ ]B x B xR R
T T

Furthermore, define the distance on ΩT using the origin x, and 
the distance on ΩT′ using the origin γ(x). Then, for a given R′>R, 
d(T1,ɸn(T))→0 implies that for n≫0, there exists , ( )n

n n Isomφ φ′ ′′∈  , 
such that ( , ), ( , )x n n x n nd id d idφ φ′ ′′

 
 is arbitrarily small and 

1 ( ) ( )[ ] = [ ] .n B x n n B xR R
T Tφ φ φ

′ ′
′ ′′

Similarly, for n≫0, there exists , ( )n
n n Isomψ ψ′ ′′∈  , such that 

( , )x n nd idψ ′


 and ( , )x n nd idψ ′′


 are arbitrarily small and 

2 ( ) ( )[ ] = [ ] .n B x n n B xR R
T Tψ ψ ψ

′ ′
′ ′′

These two equalities imply that: 
1

1 1 1( ( )) ( ( ))
[ ] = [ ]n n nB x B xR n R n
T T

φ φ
φ φ φ−

− −′ ′′ ′
′ ′′

and 
1

2 1 1( ( )) ( ( ))
[ ] = [ ] .n n nB x B xR n R n
T T

ψ ψ
ψ ψ ψ−

− −′ ′′ ′
′ ′′

Since R′>R and ,n nφ ψ′ ′  are arbitrarily close to idn, we have 
1( ) ( ( ))R R nB x B xφ −

′ ′⊂  respectively 1( ( ))R nB xψ −
′ ′ ; hence,

1
1 ( ) ( )[ ] = [ ]B x n n n B xR R

T Tφ φ φ−′ ′′

and 
1

2 ( ) ( )[ ] = [ ] .B x n n n B xR R
T Tψ ψ ψ−′ ′′

Therefore, by assumption, 1:= '
n n n nφ φ φ φ− ′′  and 1:= '

n n n nψ ψ ψ ψ− ′′  are 
close to ɸn and ψn such that:

( ) ( )[ ] = [ ] .n B x n B xR R
T Tφ ψ

Now, using the special case in the calculation in eqn.(8) in the 
beginning of the proof of claim 4, we conclude: 

{ ( )} { ( )}[ ( ( )))] = [ ( ( ))] .n x n xf T f Tγ γφ ψ

Notice that 1=limn nT Tφ→∞  and 2=limn nT Tψ→∞ , hence, according 
to Lemma 2.14 we have, 

[f(T1)]γ(x)=[f(T2)]γ(x) 

as claimed. 

In a completely analogous way, we can show that the inverse f-1 is 
γ-1-i-LD.

Lemma 2.16: If Ω and Ω′ are i-MLD tiling spaces with i-MLD 
homeomorphism f:Ω→Ω′, then T and f(T) are i-MLD, for all tilings T∊Ω. 

Proof: Suppose ΩT and ΩT′ are tiling spaces and γ-i-LD with the 
map f:Ω→Ω′. If T∊Ω, the properties of f(T) near the point γ(x) are 
determined by the properties of T on some balls around x. Hence, the 
tilings T and f(T) are i-MLD. In more detail, 

( ) ( ) { ( )} { ( )}

1
{ ( )} { ( )}

[ ] = [ ( )] [ ( )] = [ ( ( ))] by Defnition 2.1

[ ( )] = [ ( )] .
B x B x x xR R

x x

T T f T f T

f T f T
γ γ

γ γ

φ φ

γφγ −

⇒

⇒
(9)

Therefore, T and f(T) are i-MLD, for all tilings T∊Ω.
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