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Introduction
In the clinical trial GLU-004 each subject took four different doses. 

One was placebo, not an active substance of medication, and three 
different doses of active treatment. In the experiment every subject was 
observed for three consecutive nights on each of four doses. Here, four 
doses means four-way and repetition of each dose for three consecutive 
nights on same subject represents cross over. Generally we can say it 
is a four-way cross over clinical trial. The definition of clinical trial is 
given by Meinert in Encyclopaedia of Biostatistics [1].

“A clinical trial is the action or process of putting something to a 
test or proof at the bedside of the sick. However, broadly it refers to any 
testing done on human beings for the sake of determining the value of a 
treatment for the sick or for preventing disease or sickness.”

Hypoglycemia

“Insulin is normally produced in the pancreas and helps the body’s 
cells absorb glucose from the blood. Hypoglycemia is a condition when 
the level of glucose (sugar) in the blood drops below a certain point, 
about 3 mmol/L. There are number of symptoms of hypoglycaemia, 
like, shaking, perspiration, a feeling of weakness, rapid heartbeat, 
hunger, agitation but the worst symptoms are temporary loss of 
consciousness and coma” [2].

“One of the side effects of the insulin/diabetes treatment is known 
as hypoglycaemia. In the daytime the subject himself or the people 
around him can recognize early warning symptoms and treat the 
subject to assure that the blood glucose level rise to an acceptable 
level. But it can be more dangerous at night times because it can occur 
without even the subject is wakening up. The definition of an episode is 
hypoglycaemia event” [3].

Hence, hypoglycemic episode means that the sugar level goes down 
below 3 mmol/L. In our study “0” means no episode. Showing that 
glucose level does not go below 3 mmol/L during the whole night and 
“1” means glucose level goes below 3 mmol/L, causing hypoglycaemia. 
The response variable dichotomous (binary) is the proportion of nights 
with hypoglycaemic episode. The researcher interested to examine how 
the proportion of episode is affected by the dose (Table 1).

For one-night episode can take 0, 1, value i.e., Bernoulli trial. While, 
for three consecutive nights, episode can take 0, 1, 2 or 3 value for dose 
(i) where, i=1, 2, 3, 4 i.e., outcome data is binomially distributed. For
the randomization test used a non-parametric test statistic, Spearman
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Abstract
This paper is an application of randomization test for clinical, four ways cross over, trials. The response variable was 

the proportion of nights with hypoglycaemic episode i.e., lowering the concentration of sugar in the blood. The hypothetical 
data has been used to examine how persuasively the probability of an episode depends on doses. We also observed how 
the power, of nonparametric randomization test, was affected when data possessed missing observations with varying 
sample sizes at 5% level of significance. One consequence in case of missing observations was the reduction of the 
power of the test, due to the reduction in the actual sample size. As a remedial mean imputation approach used, dose 
wise and found better power results.

rank correction used, in order to examine the association between 
dose and response. In clinical trials it is common to have missing 
data. A remedial for missing data is imputation in this paper missing 
observations imputed through mean imputation approach.

Design of the Paper/Methodology
In clinical trials, the interest sometime lies in the effectiveness of 

a new drug as compared to placebo. In this study one dose is placebo 
and three different doses of active treatments. Our interest is if the 
probability of getting an episode=1 is less given the active doses as 
compared to placebo? The following situation, about dose response 
relationship, has been used in this paper.

Doses are effective in higher order of magnitude i.e., dose 4 is 
the most effective dose as compare to rest of three doses. Dose 3 is 
better than dose 2 and placebo while, dose 2 is better than placebo. So, 
appropriate alternative hypothesis can be:

Subject Day Dose Episode
1 1 1 1
1 2 1 1
1 3 1 1
1 1 2 1
1 2 2 1
1 3 2 0
1 1 3 0
1 2 3 1
1 3 3 1
1 1 4 0
1 2 4 0
1 3 4 1
… … … …

Table 1: Hypothetical data for one subject.
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H1: P (E=1/di)<P (E=1/dj); where i>j{for all i,j=1,2,3,4}

The null hypothesis states that all doses are equal so no matter which 
dose is using the probability of episode=1 given dose (i) is equal to the 
probability of episode=1 given dose (j); where i ≠ j {for all i,j=1,2,3,4}

H0: P (E=1/di)=P (E=1/dj); i ≠ j{for all i,j=1,2,3,4}

Hence, for testing the hypothesis of a dose response relationship 
this research used one sided left tailed test which is appropriate since 
the alternative hypothesis implies a negative correlation.

Episode can take 0, 1, 2, 3 value for dose (i) where i=1, 2, 3, 4 
(placebo and three active doses). Let x be the number of observations 
for each dose (i). Then X~bin (3, pi); where pi is the probability of an 
episode which is determined by alternative hypothesis.

P (E=1|dose 1)=p1.

P (E=1|dose 2)=p2.

P (E=1|dose 3)=p3.

P (E=1|dose4)=p4.

Estimate pi.


i

i
i
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m
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xi=number of episode observed,

mi=total number of nights observed.

However, many possibilities can also be assumed but the analysis in 
this paper will be based on above assumption. The hypothetical data has 
been generated according to the specific dose response relationships 
mentioned above. According to purpose strategy the purpose of this 
paper we do not want to estimate the parameter(s) rather to access dose 
response relationship, through the non-parametric randomization 
test statistic Spearman’s rank correlation. The power of the test with 
varying sample sizes, along with fix alpha at 5% level of significance has 
been examine for full, missing and imputed data sets.

Computational strategy

For computational purpose the R Statistical Software package was 
used [4]. The computational strategy is described as follows:

Step 1: Generate hypothetical data (in term of “0” and “1”) 
binomially distributed data.

Where,

• n=No. of observations for each of four doses,

• x=No. of episode observed,

• p=probability of an episode given by alternative hypothesis.

Step 2: Calculate test statistics, Spearman’s rank correlation (say τ) 
for each subject between dose and response. If we have “N” subjects, 
then step 2 is giving us N “τ values”.

Step 3: Take the average of N “τ values” and store this average. This 
is observe value for test statistic which is named as obsertabar ( obsτ ) in 
this research.

Now drive the distribution of τ under the null hypothesis, H0.

H0: P (E=1|di)=P (E=1|dj); i ¹ j, "i,j=1, 2, 3, 4.

Step 4: Randomly rearrange the doses for each subject while 
keeping constant the response values.

Step 5: Repeat step 2 and step 3 and store the average correlation 
coefficient, which is named as tabarrandom ( randomτ ) in this research.

Step 6: In order to get the distribution of tabarrandom repeat step 
4 and step 5 at least 1,000 times.

Step 7: Take 5th percentile in the distribution of tabarrandom not 
95th because our alternative hypothesis implies a negative correction. 
So we take the 5th percentile in distribution of tabarrandom which is 
named as pest; this pest gave critical value and by comparing it with 
obsertabar decision has been taken either to accept or reject the null 
hypothesis.

Decision criteria

If the value of obsertabar is less than the value of pest, reject null 
hypothesis otherwise accept it. If result is significant then assign 
decision to “1” otherwise “0”.

IF (obsertabar<pest) then decision=1 otherwise decision=0.

Step 8: By repeating above 7 steps 500 times we can get 500 
decisions. The proportion of “1’s” from these 500 decisions represents 
power of the test.

The above computational steps also clarify the application of 
randomization test for four way crossover clinical trials. It is important 
to mention here that what we can expect about obs.

Two possibilities can be discussed in this regard.

a. If H0 is true

If null hypothesis is true then it can be expect 0obsτ =  i.e., doesn’t 
matter which treatment has been used the probability of an episode 
remained unchanged.

b. If H1 is true

If alternative hypothesis is true then we can expect 0obsτ < . The 
doses are effective in higher order of magnitude. From simulated data 
we observed the distribution of obsτ  is slight skewed below “0,” which 
comply with our expectation (Figure 1).

In clinical trial it is common to have missing data, usually due to 
subject dropouts. For missing observation, we supposed that some subjects 
feel uncomfortable or habitually move a lot during the night. Resultantly 
the reading needle for hypoglycaemic episode dislocated from its position 
and we did not get the episode for that particular night.

With missing data one consequence was observed; the diminished 
of the power of the test. The power of the test was diminished due to the 
reduction in the actual sample size. One possible remedial for missing 
data is imputation.

There are several imputation approaches e.g., mean imputation, 
probabilistic imputation, multiple imputations, etc. For analysis 
purpose mean imputation approach has been used.

One of simple approach is the mean imputation approach, which 
is easy to understand as well. Suppose we have missing data on dose 1 
then take the sum of all episodes observed on dose 1 and divide it by the 
total number of nights observed on dose 1 for all “N” subjects. Define 
this as A1. Impute A1 for each missing episode for dose 1. Similarly 
impute A2, A3, and A4 if observations are missing for dose 2, dose 3, 
and dose 4, respectively. This is called a mean imputation approach.
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Power analysis

In the following table of this section power of the test discussed, 
when the dose response relationship determined by the alternative 
hypothesis under the proposed assumption (Table 2).

The power is increasing with increasing sample sizes in all three 
cases, but it diminished in missing data case as compare to full data. 
While imputed data showing improved power results as compare to 
missing data. Mean imputation is a reasonable approach for handling 
missing data problem. However, there is one key drawback of mean 
imputation approach i.e., too low variance of the statistic. In this 
connection we would like to quote the words of Dempster and 
Rubin [5]. “The idea of imputation is both seductive and dangerous. 
It is seductive because it can lull the user into the pleasurable state of 
believing that the data are complete after all, and it is dangerous because 
it lumps together situations where the problem is sufficiently minor that 
it can be legitimately handled in this way and situations where standard 
estimators applied to the real data have substantial biases” [6-9].

Results and Discussion
In this paper power of a four ways crossover trial based on 

hypothetical data (full, missing and imputed) with nonparametric 
randomization test, Spearman’s rank correlation has been examined. 
Spearman’s rank correlation measures the strength of the relationship 
between the dose (di) and proportion of nights with an episode (pi). 
It was obvious to observe with full observations data that, when the 
sample size increased power of the test improved. Because with 
increasing sample size, the true values get closer to their point estimate. 
The same phenomena of increasing power with increasing sample sizes 
were observed with missing and impute predicted cases. It was easily 
perceived that, why the power of the test was decreased in missing data 
case as compare to full data set with same sample size and same dose 
response relationship?

Because missing data reduced the actual sample size due to 
reduction in the original sample size the power was diminished as 
compare to full data. As a remedial of power loss mean imputation 
approach used and got improved power results [10-12].

Conclusion
However, to get precise estimates of dose-response relationship the 

data can be analysis with nonlinear mixed effect model. Then maybe it 
will more confidently report that doses are effective in higher order of 
magnitude in order to prevent hypoglycaemic episode.
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Figure 1: Histogram of obsertabar when H1 is true.

Dose response relationship Power of the test Nature of  data
n=40 n=60 n=80

Doses are effective in higher
order of magnitude

86% 95% 99% Full data
75% 88% 95% Missing (20%)
82% 94% 97% Imputed data

Table 2: Power analyses.
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