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Abstract
Gene expression levels are important for disease, such as, Cancer diagnosis. This paper proposed a SVM-based 

ensemble classifier to classify the control and cancer groups based on gene expression levels from microarray data. 
A combinational Recursive Feature Elimination in conjunction with the Adaboost algorithm was developed to select 
significant features and design the proper classifier. The method is applied to microarray data of cancer patients, and 
the results show improvements on the success rate. By AUC calculation, the SVM-based ensemble classifier shows 
predominate performance. Furthermore, the characteristics and different effect issues to classification performance 
is discussed. If a single SVM can obtain satisfactory classification performance, an ensemble SVM is hardly capable 
to improve it. Otherwise, an ensemble of SVM is superior to the best single SVM. We also investigated the effect of 
kernel functions, feature selections and type of classifiers on the classification.

Keywords: SVM; Ensemble methods; ROC; Microarray; Gene 
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Introduction
Gene expression patterns are characteristic for disease diagnosis. By 

now, many classification or prediction methods have been developed in 
machine learning community and many of them have been applied to 
cancer classification [1-3] based on gene expression levels from micro-
array data. But a great challenge would be raised by using the traditional 
learning algorithms, because the high dimensionality of microarray data 
may bring some disadvantages, such as over-fitting, poor performance 
and low efficiency. To alleviate this so-called ‘high-dimensional small-
sample’ problem, several comprehensively comparative and improved 
methods have been proposed recently [4-6]. Feature selection [7-9], 
ensemble decision trees [10-12] and ensemble neural network [13-15] 
seem to be effective and sound solutions. Although a lot of researchers 
have done a lot of explorations on cancer classification, few people have 
focused on the combinational ensemble method with support vector 
machine to this problem or researched how the features affect the 
performance of the classifiers.

In this paper, we attempt to introduce a combinational Recursive 
Feature Elimination [16] (RFE) in conjunction with the Adaboost 
algorithm [17] used the Support Vector Machine (SVM) [18,19] as its 
learning algorithm to remarkably improve the accuracy and robustness 
of sample classification. Combining feature selection with the classifier 
can avail of more information of samples and eliminate the noisy 
features for classification. By using ensemble support vector machine, 
we can more effectively combine these features and improve the stability 
and robustness of answers. What’s more, we also explore how do the 
different kinds of the feature selection methods affect the performance 
of the classifiers and how many features need to be selected to get the 
best performance of the classifiers. Finally, our method is compared 
with three different ensemble methods based on decision trees.

Materials and Method
Experimental process

In this paper, the experimental process is shown in the Figure 1. 
When we obtain the gene expression data, such as microarray data, 
from normal and cancer patients, preprocess and normalization should 
be implemented before further analysis. After that, features were 
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Figure 1: The experimental process.
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selected with RFE algorithm. Based on selected features, an ensemble 
classifier with SVM as its learning algorithm is trained and constructed. 
Finally, through the competitive ensemble method, the robustness is 
improved greatly. Here, we simply use majority voting to combine 
the results in the Adaboost algorithm. All the implementations of the 
framework were implemented in MATLAB.

Datasets description

In this study, two microarry datasets of gene expressions from 
different groups were adopted. These two datasets have different 
characteristics (one can be linearly separated and the other one can’t). 
The first data set was from cancer patients with two variants of leukemia 
(acute myeloid leukemia-AML and acute lymphoblastic leukemia-
ALL) [20]. The data has two subsets: the training set is used to select 
genes and adjust the weights of the classifiers, and an independent test 
set is used to estimate the performance of the Classifier. The training 
set consists of 38 bone marrow samples (27 ALL and 11 AML), and the 
test set has 34 samples with 20 ALL and 14 AML. All samples have 7129 
features, corresponding to some normalized gene expression value 
extracted from the micro-array image.

The second data set was from cancerous or normal breast tissues 

[21]. The data set has 295 samples, 8141 features. The data has two kinds 
of patients. The first class has 217 samples and the other class only has 
78 samples, so this data set is unbalanced. To get better performance of 
the classifier, we extract 61 samples from the first class and 65 samples 
from the second class as training set. In the same way, 27 samples from 
the first class and the 26 samples from the second class were extracted 
as test set. 

Results and Discussion
Classification results of the designed classifier

Applying the SVM and the ensemble method based on the SVM 
to the breast dataset. The results are shown in Table 1. It represents 
the best success rate from different classify algorithms after selecting 
features. Although, the success rate of the SVM (kernel function is 
linear) is better than the SVM (the kernel function is RBF), the former 
need more features and time to run the program. The success rate of the 
SVM-RBF is only 90.566%, but the success rate of the ensemble method 
is 94.3396% and fewer features are required. So we could obtain the 
conclusion that the ensemble method based on the SVM could improve 
the performance of the classifiers. In Figures 2 and 3, it is easy to find 
that when the number of genes is 34, the success rate of the training set 
and the test set get the best. These genes are called as mark genes which 
are mostly associated with the classification.

Comparison with adaboost with decision-trees

A receiver operation characteristics (ROC) curve is a two-
dimensional depiction of classifier performance. To compare 
classifiers, the method used here is to calculate the area under the ROC 
curve, abbreviated AUC [22]. By calculating AUC of Figures 4-7, which 
represent the ROC curves about the Adaboost based on the SVM (the 

SVM (RBF) SVM (RBF)-En SVM (linear)

The best success rate 90.566% 94.3396% 96.2264%

1) SVM (RBF) represents the SVM uses the RBF as the kernel function.
2) SVM (RBF)-En represents the Ensemble method use the SVM as learning 

algorithm, which is used RBF as the kernel function.
3) SVM (linear) represents the kernel function in the SVM is linear.

Table 1: The success rate after features extracted.

Figure 2: The success rate of the SVM method with the different number of the genes (Breast data).
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Figure 3: The success rate of the ensemble method based on the SVM with the different number of the genes (Breast data).

Figure 4: SVM (RBF)-Ada ROC.
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Figure 5: MAB ROC.

Figure 6: RAB ROC.
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kernel funtion is RBF) and three kinds of the Adaboost algorithm 
which use the decision-trees as its learning algorithm (RAB, GAB, 
MAB). It is obvious that the AUC of three Adaboost algorithms based 
on the decision-trees are smaller than the Adaboost algorithm based 
on the SVM.

Effect of different issues on the performance of classifier

The importance of selecting the kernel function: Firstly, we apply 
the SVM (kernel function is RBF) to the leukemia data set, but the 
result is very poor with the success rate standing at only 58.8235%. If 
we set the type of the kernel function as linear, the success rate has been 
improved greatly with its success rate being 82.3529%. For the breast 
data set, the situation is the same. When we apply the SVM algorithm 
to classify the gene expression datasets, the kernel function is important 
for the classification results (Table 2). 

The importance of selecting the features: Firstly, we apply the 
SVM or the SVM-Ensemble to the leukemia data set, and their results 
are shown in Table 3. It is easy to find that before selecting features, 
the success rate on the test set is very low. However, with significant 
features, whether the type of the kernel function is suitable or not, the 
success rate has been improved a great deal. Therefore whether to select 
features is a fatal factor in our experiments. What on earth causes the 
difference? Because the feature dimension in the leukemia data is 7129 
and the breast data is 8141 which are more than the sample dimensions 
in the data sets, this will easily lead over-fitting. Besides, these features 
maybe include noisy, which could also have an impact on the classifiers.

From the experiments, we find that the ensemble method is 
ineffective on the leukemia data. The reason is that when we use the 
SVM (linear) only, we have got a very good result which is 91.1765%. If 

the SVM is done well on the data, then the ensemble will lose efficacy. 
That is to say, the ensemble based on the SVM does not always improve 
the performance of the classifiers as expected.

The number of features: How many features extracted could 
produce the best classifier? In order to study the problem more 
comprehensively, we conduct the experiments respectively on the 
SVM, Adaboost based on the SVM and the three Adaboost algorithms 
based on decision-trees. The results are shown in Table 4. For the 
SVM (RBF) and SVM (RBF)-Ensemble, their success rate reach to the 
highest level, standing at 90,566% and 94.3396% respectively, when 
there are 32 features. AdaBoost based on decision-trees was employed 

Figure 7: GAB ROC.

Data SVM (kernel) 
function

The number of 
support vectors The success rate

Leukemia
Data

SVM (linear) 28 82.3529%
SVM (RBF) 38 58.8235%

Breast
Data

SVM (linear) 114 83.0189%
SVM (RBF) 124 679245%

Table 2: The success rate of the SVM which is based on different kernel functions.

SVM (linear) SVM (RBF)
SVM (linear)

-En1

SVM (RBF)
-En

NONRFE 82.3529% 58.8235% 58.8235% 58.8235%
RFE 91.1765% 88.2353% 91.1765% 85.2941%

1) SVM (linear)-En represents the Ensemble method use the SVM as learning 
algorithm, whose kernel function is linear.
2) SVM (RBF)-En represents the Ensemble method use the SVM as learning 
algorithm, which is used RBF as the kernel function.
3) NONRFE represents don’t extract the features.
4) RFE represents using the RFE method to extract the features.

Table 3: The success rate before and after feature selection (Leukemia data).
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and the results show that when the number of the features is 16, the 
RAB obtains the best success rate which is 92.4528%, and when the 
number of the features is 128, the best success rate of the GAB is 
94.3396%, while to obtain the same success rate as GAB, the MAB need 
512 features [23].

To the problem proposed in the beginning of this section, by the 
data in Table 4, we could solve it now. When you use the same data set, 
and adopt the RFE to extract features in an experiment. To get the best 
performance, you should know that different classifiers need different 
dimensions of the features. Because we only use the success rate as 
the criterion to assess the performance of the classifiers, we could not 
affirm the features that we selected will also display better on the Reject 
rate, Extremal margin, and Median margin [20] which are often used 
as the criterions to assess the performance of the classifiers. We will do 
this work in the future.

When you are given a particular classification technique, it is 

conceivable to select the best subset of features satisfying a given 
“model selection” criterion by exhaustive enumeration of all subsets 
of features. But in our paper, we do not adopt it because we apply it 
to some algorithms, and find that the results yield not significantly 
different from the method we used in the Table 4.

The different feature selection methods: In the last subsection, 
we have presented the feature selection is so important to classify the 
gene data. If we change the feature selection, what will the performance 
of the classifier be? We compare the RFE with the feature selection 
method which is proposed in Golub et al [20], we call this method as 
Baseline and we adopt random number. In this experiment, we only 
adopt the SVM-Ensemble classifier.

The ranking criterion of the features used by Golub et al is defined 
as Equation 1:

( ) ( ( ) ( )) / ( ( ) ( ))rank i i i i iµ µ σ σ= + − − + + −                                          (1)

The number of the features SVM (linear)% SVM (RBF)% SVM (RBF)-En% RAB1% GAB2% MAB3%
8146 (All) 67.9245 67.9245 67.9245 88.6792 81.1321 84.9057

4096 90.566  67.9245 67.9245 86.7925 92.4528 90.566
2048 94.3396 67.9245 67.9245 86.7925 88.6792 90.566
1024 94.3396 73.5849 73.5849 88.6792 86.7925 86.7925
512 96.2264 81.1321 81.1321 88.6792 83.0189 92.4528
256 96.2264 86.7925 86.7925 86.7925 88.6792 90.566
128 92.4528 90.566 90.5660 90.566 94.3396 84.9057
64 90.566 90.566 90.5660 90.566 88.6792 84.9057
32 86.7925 90.566 94.3396 86.7925 86.7925 86.7925
16 86.7925 86.7925 86.7925 92.4528 86.7925 83.0189
8 75.4717 79.2453 83.0189 84.9057 83.0189  86.7925
4 71.6981 69.8113 54.7170 86.7925 86.7925  79.2453
2 67.4603 67.9245 67.9245 83.0189 77.3585  77.3585
1 62.2642 60.3774 60.3773 71.6981 66.0377  66.0377

1) RAB represents the Real Adaboost Algorithm
2) GAB represents the Gentle Adaboost Algorithm
3) MAB represents the Modest Adaboost Algorithm

Table 4: The success rate of the different classifiers based on the different features.

Figure 8: The different feature selection methods based on the SVM-ensemble classifier (Breast data).
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where iµ  and iσ  are the mean and standard deviation of the gene 
expression values of gene i for all the samples. Large positive rank (i) 
values indicate strong correlation with class (+) whereas large negative 
rank (i) values indicate strong correlation with class (-). In Figure 8, 
when the number of genes is small, the success rate between different 
feature selection methods is obviously difference. But when the number 
of genes becomes large, the success rate is same. Because the more 
features, the more redundancy. By comparing the curves in Figure 8, 
we could conclude that the RFE performs better than the Baseline and 
the Random at the problem of the gene classification.

Discussion and Conclusion
In this paper, we have applied the feature selection to improve the 

Adaboost algorithm. In this algorithm, genes are selected by the RFE 
method. As a result, the obtained gene subset has good discriminative 
capability for classification. By observing these experimental results on 
two public  microarray datasets, we get these conclusions:

1. The ensemble method improves the performance of the SVM
classifiers at some extent.

2. Selecting the feature subset and how to extract the features
have fatal effect on the problem of the gene classification.

3. By the ROC curve, we find the performances of the Adaboost
based on the SVM is better than the Adaboost based on the
decision-trees.

Although, we get some good results on the breast data set with the 
ensemble method based on the SVM. But when we apply the algorithm 
on the leukemia data set, the results are so bad. If the performance 
of the SVM is better on some data, then the ensemble will be useless. 
However, what lead ensemble method based on the SVM to be 
ineffective, this will be done in the future.
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