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The focus areas of the Industrial Engineering and Management journal include production, logistics, quality, operational research, information systems, technology, communication, industrial economics, regional development, management, organizational behavior, human resources, finance, accounting, marketing, education, training, and professional skills [1]. The aim of this journal is to become a reliable source of information for leaders in the field of industrial engineering management journals research, and to feature a rapid review process [2]. The subject discussed in this paper is data mining for industrial engineering and management.

Knowledge Discovery in Databases

Knowledge Discovery in Databases (KDD) is an iterative process of extracting implicit, previously unknown, and potentially useful knowledge as a production factor from large datasets [3]. It includes data selection, cleaning, integration, transformation, data mining (DM), and reporting. The KDD process consists of steps that are performed before conducting data mining (i.e., selection, pre-processing, and transformation of data), the actual DM, and subsequent steps (i.e., interpretation, and evaluation of results) [4]. DM refers to the specific step of applying one or more statistical, machine-learning, or image-processing algorithms to a particular dataset with the intent to extract useful patterns from the datasets [5]. DM is widely used in market segmentation, customer profiling, fraud detection, retail promotions, and credit risk analysis [6].

Data Mining

With the rapid growth of databases in numerous modern enterprises, DM has become an increasingly valuable data analysis approach. The operations research community has made substantial contributions to this field, particularly by formulating and solving numerous DM problems as optimization problems. In addition, several operations research applications can be addressed using DM methods [7]. In recent years, the data mining field has experienced substantial interest from both academia and industry.

DM problems are typically categorized as association, clustering, classification, and prediction [8]. DM involves various techniques, including statistics, neural networks, decision trees, genetic algorithms, and visualization techniques that have been developed over the years.

Statistics

Regression is one of the most crucial statistical methods applied to science, engineering, economics, and management [9]. Regression is useful for the prediction of the presence or absence of a characteristic or outcome based on values of a set of independent variables that are continuous, categorical, or both. Furthermore, it assumes that measures of dependent variables were independently and randomly sampled, all potentially relevant independent variables are in the model, and all independent variables in the model are relevant [10,11].

Artificial neural networks

Artificial neural networks (ANN) have received intense research focus over the past few years, and are being successfully applied across an extraordinary range of problems and diverse domains, such as finance, medicine, engineering, geology, and physics [12]. ANN is a structure of many neurons, connected in a systematic way. ANNs were created to simulate the nervous system and brain activity. After McCulloch and Pitts [13] established the first neural networks, various ANNs such as feed-forward multi-layer perceptron (MLP), radial basis function (RBF) and self-organizing feature mapping (SOFM) neural networks [14] were developed to solve a wide variety of problems [15]. Neural networks efficiently solve attribute dependency problems [16], but suffer from poor interpretability because it is difficult for humans to construe the logical meaning behind learned weights.

Decision trees

A decision tree is a data mining approach that is often used for classification and prediction. In principle, numerous decision trees can be constructed from any set of attributes. Because certain trees are more accurate than others, determining the optimal tree is computationally infeasible, because of the exponential size of the search space [17]. Several well-known decision trees include ID3 [18], CHAID [19], CART [20], and C5.0 [21] which are greed local search algorithms with top-down constructed trees [22-24]. Tree-derived rules are easy to interpret, capable of coping with noisy data, and can be efficiently generated [25-27].

The fields of DM and KDD have emerged as a new discipline in engineering and computer science to address new opportunities and challenges [28]. Industrial Engineering and Management, with the diverse areas it encompasses, presents unique opportunities for the application of DM and KDD, and for the development of new concepts and techniques in this field. The author encourages the scientific community to submit high-level research and education related articles involving novel DM techniques for industrial engineering and management.
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