
J Integr Oncol, an open access journal
ISSN: 2329-6771 Volume 8 • Issue 2 • 1000229

Open Access

Jo
ur

na
l o

f Integrative Oncology

ISSN: 2329-6771

Journal of Integrative Oncology
Research Article Open Access

Selim and Eldesoky, J Integr Oncol 2019, 8:2

Keywords: Classification scheme; Breast cancer; Non-negative matrix 
factorization

Introduction
Cancer is a massive public health problem around the world. The 

breast cancer type, (BC) is the most common for women, excluding skin 
cancer. BC is the most common malignancy of women and is very high 
when compared to other types of cancer, the second most common and 
leading cause of cancer deaths among them. At present, there are no 
effective ways to prevent breast cancer, because its cause is not yet fully 
known. Early detection is an effective way to diagnose and manage BC 
can give a better chance of full recovery. Therefore, the classification 
of BC can play an important role in understanding the formation and 
evaluation it, to reducing the associated morbidity and mortality rates. 
Despite significant progress reached by diagnostic imaging technologies, 
the final BC diagnosis, including grading and staging, continues 
being done by pathologists applying visual inspection of histological 
samples under the microscope. Most of these recent works related to 
BC classification are focused on Whole-Slide Imaging [1-5]. However, 
the broad adoption of Whole-Slide Imaging and other forms of digital 
pathology still facing obstacles such as the high cost of implementing 
and operating the technology.

Image processing has been a very important subject in recent years 
in all fields of interesting. For an example of the image processing and 
image, recognition is optical characters of images and image retrieval, 
etc. Each digital image is a rectangular array of pixels and each pixel 
is represented by its light intensity. The light intensity of each pixel 
(element) always is measured by a nonnegative value. Medical imaging 
is the technique, process, and art of creating visual representations of 
the interior of a body for clinical analysis and medical intervention. 
Medical imaging seeks to reveal internal structures hidden by the skin 
and bones, as well as to diagnose and treat disease [6]. Medical image 
analysis techniques have played an important role in several medical 
interests [7]. The automatic imaging processing for Medical images 
plays an important role in aiding diagnosis and treatment; they also can 
be useful in the education domain for health care students by explaining 
these images will help them in their studies. A cancer diagnosis has been 
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Abstract
The topic of morphological analysis has received much attention with the increasing demands in different 

applications spatial in bioinformatics and biomedical applications. This paper summarizes the recent advances 
automated machine learning supervised suitable method for morphological Breast Cancer/masses Image 
Classification based on Non-Negative Matrix Factorization Algorithm. This scheme is making distinctions between all 
types roughly corresponding to Breast Cancer/masses types. Among many factors that morphological Classification 
of Breast Cancer and statistics have made great contributions for a radiologist and detection. Morphological (texture 
features, echogenicity, and homogenous). Breast masses analysis assists classification whether the mass is benign 
or malignant and finds the Breast Cancer shape. The Experimental results show that Breast Cancer images from 
the dataset can be classified automatically. With performance (average 94% accuracy) on a large-scale dataset, this 
demonstrates the strength of our method in providing an efficient tool for breast cancer multi-classification in clinical 
settings.
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explored as a topic of research for more than 40 years ago. Classification 
of images into distinct patterns, corresponding to different types is often 
the primordial goal in image analysis systems for cancer automatic 
Classification applications. The progress in digital imaging technologies 
created a large growth in the number of digital images taken in recent 
years [8]. The interpretation and analysis of medical images represent 
an important and exciting part of computer vision. Recent advances 
in image processing and machine learning techniques allow building 
Computer systems to classifying the images to different types. The 
challenge of such systems is dealing with the complexity of images [1]. 
Morphological image processing (or morphology) describes a range of 
image techniques deal with the shape of features in image morphological 
operations. There are two main approaches to the challenging problem of 
image classification: object-based and scene-based. Matrix factorization 
is an example of a prevalently used scene-based classification method. 
There are many well-established matrix factorization algorithms, such 
as Principal Component Analysis (PCA), Independent Component 
Analysis (ICA), and Non-negative Matrix Factorization (NMF) [6]. 
These methods all learn to represent data as a linear combination of 
basis images; however, each algorithm factorizes the input into these 
basis vectors subject to different constraints.

In this work, we evaluate the deep learning approach for the problem 
of mass/cancer image classification. We investigate this method to deal 
with high-resolution images without changing the architecture used for 
low-resolution images. The best performance, though, is obtained by 
combining different. 
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Related Works
Ultrasound is a technique that has advantages over other imaging 

techniques. There is no ionizing radiation or magnetic fields that may 
affect tissues [9-11]. So, that ultrasound images enable detecting breast 
tumors safely. But due to low-resolution, attenuation and noise, doctors 
preferred to use mammogram. To use Ultrasound for detecting dense 
tissue, it was needed to increase transducer elements [12]. Ultrasound 
is an excellent tool to organize masses and evaluate the progress of 
therapy, as doctors tend not to use mammography for young ladies 
especially, in case of pregnant females [13-15]. Ultrasound is preferred 
diagnostic imaging rather than mammogram especially for women with 
dense breast tissue. There are many attempts for automatic diagnosis of 
cancer from images through three-step; pre-processing, extraction of 
features, and diagnosis [16]. Techniques as Artificial Neural Networks, 
(ANN) [12], support vector machine [17,18] and Bayesian neural are 
used for these processes [19]. Tumour detection and classification using 
the large dataset for artificial neural network technique depends on 
features, a number of layers and backpropagation to correct error [20].

Support vector machine is also used for detection and classification, 
pattern recognition and field of bioinformatics [18]. It is a method for 
automatic classification and determination normal or abnormal based 
on coefficient and features from training data. The accuracy is calculated 
and guides the researcher to best feature used [21]. Using Fuzzy 
logic technique also used to eliminate noise and extract information 
from ultrasound image [22]. By defuzzification, ultrasound images 
enhancement can be processed [22].

The neuro-fuzzy depends on database and membership functions 
and parameter detected through learning algorithms of neural 
networks [22,23]. Using cross-correlation, it becomes easy to identify 
data so, reduce matrix size. Neuro-fuzzy obtains two advantages, first 
of self-learning and adaptation from the neural network and second, 
membership and logic functions. Image classification depends on 
features like texture, color, and shape for the extracted region [24]. 
This can be used for many applications where probability are accepted 
and where data available is limited [23,25]. Other techniques as 
Genetic Algorithms (GA), (GA) combined with Neural Networks, 
Fuzzy Support Vector Machines are also used for classification [26]. 
In this work, we improved a classification used Non-negative Matrix 
Factorization (NMF) method depending on the shape, texture features, 
echogenicity, and homogenous from the database.

Radiology Background Knowledge
Normal breast displays as fibro-glandular tissue with different 

ratio of fat layers [27]. Fibro glandular is echogenic surrounded by 
hypoechoic fat. Hypoechoic means an area looks darker on ultrasound 
than the surrounding tissue while Hyper means a lot of echoes look 
bright. The contour of mass, echogenicity and the shape of the mass 
are the main features used in classification. Fluid accumulates causes 
seen as round or oval, anechoic structure with a well-defined, thin wall. 
Blood or milk of calcium crystals may show internal echoes [28]. Breast 
benign lesions show Smooth and well-circumscribed texture. Rather 
than, Hyperechoic, or mildly hypoechoic and thin echogenic capsule. 
Oval shape with few lobules and wider than deep. Malignant lesions are 
commonly hypoechoic lesions with irregular borders. The malignant 
lesion is taller than broad. Small microsimulations and heterogeneous 
echo texture. Some blood vessels are seen. Finally, elastography shows 
benign lesions compress while malignant lesions don’t change in height.

The Proposed Method
Morphological analysis is often studied as the shape appearances of 

objects and the surfaces of the images, with intensity, is seen as height 
and texture appearing as a relief. The formalisation of morphological 
features is of benefit to computerized calculation and more efficient 
than manual morphological quantification, which is still laborious and 
subjective. The morphology characteristics can be described by shape, 
geometrical, intensity, and texture analysis.

System architecture

In order to classify images from cancer dataset, each image could 
be represented as a non-negative matrix. The architecture of the system 
goes as follows:

1) Image pre-processing, where images are getting resized, scaled, 
rotated and centered. So, it becomes for the second phase

2) Feature extraction. Where morphological features are extracted 
from the images. This phase is generally used to minimize the 
dimensionality of Breast Cancer Image data

3) Machine learning

4) Classification

Performed method

As we know to make an object the status of parts is represented 
by nonnegative numbers, where 0 represents an absence and a positive 
number represents a presence with some degree. Furthermore, the 
objects are also represented by a set of nonnegative numbers, e.g., light 
intensities. Because of that, non-negativity is needed to maintain during 
the analysis of images. So, we used better tools (non-negative matrix 
factorization) to study the data stored in the matrix. Non-negative 
matrix factorization is a linear dimensionality reduction technique 
which is useful in handling nonnegative data [29]. It allows only 
non-subtractive combinations of nonnegative basis vectors, leading 
to (possibly) a parts-based representation and that`s what makes it 
distinguished from other methods like Principle Component Analysis 
by its non-negativity constraints. These constraints lead to part-
based representation because they allow only additive not subtractive 
combinations of the original data [30]. Given an initial database of 
matrix V with dimensions where m is the number of examples in the 
dataset. Matrix V is factorized into to matrices W with dimensions and 
‘H’ with dimensions, usually ‘r’ is chosen to be smaller than ‘n’ or ‘m’ so that 
the two matrices W and H becomes less than the original matrix ‘V’.

A common way to find ‘W’ and ‘H’ is by minimizing the Euclidean 
distance between ‘V’ and ‘WH’ [31].

∑ ∑

Each non-negative inequality is a “bound constraint,” as it relates to 
only a single variable. We also note that

∑ ∑

The first is the training step in which each training sample is 
normalized using–norm to make all images have the same scale. Then 
the NMF algorithm is used to decompose these sets into basis matrix W 
and coefficient matrix H. The second main step is the test or prediction 
step, where the test set S is normalized. The coefficient matrix of the S is 
computed based on basis matrix W, where the basis matrix W contains 
all information about different breast cancer types and these basis make 
the process of separating the images that belong to the same type is easy 
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(like blind source separation).

To predict the class of an unknown sample, we used a MAX rule 
that selects the maximum coefficient in (the coefficient vector of), and 
then assign the class label of the corresponding training sample to this 
new sample. The pseudocode of our algorithm is given in algorithm 1.

Algorithm: NMF algorithm

(A) First step

Input:: a training set

: cluster numbers

: unknown samples without labels

Output:: predicted class labels of the p unknown samples

Training step:

1. Normalize training set to have-norm

2. Solve the NMF optimization problem:

[ ]=NMF( )

Test step:

1. Normalize test set to have-norm

2. Solve the NMF optimization problem:

3. Predict the class label:

Return

(B) Second step

Input: input matrix

Output: basis matrix, H coefficients matrix

Initial: ,

for =1, 2, ..., maximum iterations

1.

2. If

satisfies (7)

do

Until

does not satisfy (7) or

Else do //decreaseUntil 

satisfies (7).

End IF

3. ( )

4. Can be easily obtained by repeating steps similar to (1)-(3). But 
in (1) consider and as input matrices.

Experimental Results
Dataset

Large database of breast mass cases is used. It contains 600 objects 
from different types (malignant, benign and normal). These images got 
from the diagnostic center. Cases include all ages. To examine different 
lesions, there are many objects per category that span large in-class 
variations while still clearly belonging to the category. Each object is 
represented by 200 images. This allows for analyzing the performance 
of different types.

These samples were prepared in digital images form and available 
in 3-channel RGB (Red-Green-Blue), True Colour (24-bit color depth, 
8 bits per color channel) color space, and the dimension of 756 × 460 
pixels. Figure 1 presents samples from this set show malignant and 
benign masses.

In which the input to this algorithm is training set and test set (where 
our algorithm does not need to dimension reduction as pre-processing 

Figure 1: Image samples from database (Benign lesions and malignant).
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step since (r<<min (n, m)). Also, the number of breast cancer type 
(groups) is input (i.e. if it is determined from prior knowledge about 
catalog). Otherwise, (if it is unknown) we determine the best number 
of breast cancer type by using the consensus matrix, where it reflects the 
probability that images and belong to the same type. It is defined as the 
average of connectivity matrix overruns, where the consensus matrix is 
defined as selected from all images as in (Table 1). Different percentage 
of training data set and test data set are used.

In the experiment, the grey-scale image is used to test images 
and normalized all images with respect to the intensity with the same 
standard deviation. The normalization ensured that the order will be 
determined by the shape, with no impact of color or brightness (Figure 
1) [32].

On the training set of Breast mass image, using a set of images for 
testing and obtaining results as showed in Table 1, we obtained about 
93% of correct classification within Breast Cancer Image. Preliminary 
experimental results using 10-fold cross-validation shows that the 
homogeneous ensemble of locally weighted regression produces the 
best results, with over 93% accuracy when considering images types. 
It is also noticeable that Breast Cancer Image types are different. This 
result indicates that the percent value different across different Breast 
Cancer Image morphological types shown in Figure 2a-2f. The obtained 
accuracy is satisfactory and is comparable to that of a specialist. Image-
level accuracy simply corresponds to the score from the total number 
of correctly-classified images. We let t_im be the total number of images 
in the dataset, and c_im the total of correctly-classified images, image-
level accuracy is defined as Image-level accuracy = c_im /t_im

Conclusion
Automated classification of Breast Cancer Image methods are very 

important to understanding the properties of the past, present, and 
future of Breast Cancer, it is also identified and analyze Breast Cancer 
that cannot be associated with a defined morphological stage. In this 
study, we have proposed a computer-based approach to automatically 
classification the breast cancer morphology using the supervised 
machine learning system based on Non-Negative matrix factorization 
algorithm, that can derive the automatically classify images of Breast 
Cancer and masses. The growth of scope development and accurate 
database capturing is considered a freshly used technique in this area, 
satisfactory results were obtained comparing to results used by other 
authors using other methods taking in consideration the infancy of the 
area of Breast Cancer.

The detection mainly determined by the shape, with no impact of 
color or brightness with TP of 93 and accuracy of 94%. The accuracy 
is high compared to that used CNN and CAD system used where ROI 
input image is selected by the physician. The accuracy of that system 
was 88.80%.

Typical contributions are addressed for initialization, shape analysis 
for morphological Breast Cancer Image, extended morphological 
segmentation, are introduced. The results obtained show that 
automated grading is feasible and that discrimination between different 
levels of tubule formation can be performed with moderate to high 
accuracy. The analysis is performed such that the algorithm determines 
the morphology types of Breast Cancer from different morphological 
classes automatically, without human guidance. While the extreme 
morphological structures according to tubule formation in the breast 
cancer tissue are discriminated with high accuracy, the recognition of 
the intermediate class should still be improved. We assume that it will 
be reasonable to be used for other problems in morphological analysis.Table 1: Test, training data description and accuracy of result.

Test data set Training data set Accuracy of result
90% 10% 95%
80% 20% 94%
70% 30% 91%

 
 

 
Figure 2: The morphological types of breast mass image (a): Benign lesions-inflammation; (b): Benign lesions-infected cysts; (c): Benign non-mass lesion; 
(d) Malignant lesions-carcinoma tumor types; (e): Malignant-breast carcinoma diagnostic criteria; (f): Malignant lesions-metastases.
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