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Abstract

An interval parameter two-stage stochastic model for project budgeting and scheduling is developed to deal with the uncertainties residing in the project management. The model focuses on the probability distribution in activity durations and the uncertainties expressed as intervals in costs. It minimizes the inexact costs (direct costs, indirect costs and penalties) with reference to the specified project completion time and the durations of activities estimated from two-stage stochastic programming. The proposed approach for budgeting and scheduling is a hybrid of two stage stochastic programming and inexact optimization. Solutions obtained from the model will provide a reasonable crashing time plan to accomplish given projects on specific time and come up a lowest cost plan for tardiness. This approach can effectively reflect the interactive relationships among all the uncertain system components. The plan provides useful decision support for project managers through these post-optimality analyses. The developed model is applied to a case study to illustrate its feasibility of dealing the actual project management decision problems. The paper implements the model to a gas pipeline construction project with specified completion time and milestone allocating tasks as the case study. The proposed model provides a systematic framework that facilitates the decision making process and enable project managers to justify the range of the solutions when the decision variables are intervals.
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Introduction

Estimating errors on management have been known as one major reason causing project failure [1-2] for a long time and Standish Group Reports summarized that projects tend to be failed other than successful given the inaccurate estimation [3]. The hardest part to achieve is the good allocation of task durations and measures of the total amount of costs when combined determine worker productivity. Bad estimation on activities may delay achieving milestone, disrupt the remaining schedule and increase the indirect costs of the project. The delay and disruption caused by estimating errors could lead to the project management failure, which is not delivering the project on time and within budget or at worst to project failure [4]. Plentiful articles provide evidences that link the project failure to an absence of good estimating for project planning and scheduling [5-7].

Traditionally, there are two divergent approaches applied to solve decision problems in project management: the program evaluation and review technique (PERT) and the critical path method (CPM). PERT is a probabilistic approach, and CPM is the deterministic one. Both of them use single-valued task durations to develop a baseline schedule. The real work against schedule must be accomplished. Various heuristics also have been developed to the minimize the total completion time [8,9] Most of these methods cannot minimize the total project cost simultaneously [10]. Particularly, all these methods assume that the goals and method inputs are crisp or deterministic.

In practical project decision problems, the input data and parameters of the model (cost coefficients of objective functions and constraints, work forces and resources demand) are not deterministic because some related information is imprecise and given as intervals. Conventional heuristics, PERT, CPM and mathematical programming obviously cannot solve all the intervals programming problems because all of these methods are built on the foundation of crisp numbers. In particular, CPM determines the critical-path and PERT only considers durations of activities in the critical-path when it computes the probability of the project completion time. PERT ignores the near paths that possess a less significant possibility to be critical [11]. With durations represented by intervals, it is impossible to distinguish the critical path from near paths from the project network by using the CPM. Though, there are methods that have been developed for solving interval critical paths problems [2]. But one must test every possible combination for each deterministic numbers within the intervals [12]. Given a complex project network (e.g. a large-scale project), the number of combinations could be extremely large.

For PERT, it presumes that the beta distribution is applicable to all project activities. But many scholars have criticized this aspect of PERT [13,14]. No empirical study has been done to determine the activity durations’ typical distribution. Without the particular probability distribution function, we can only obtain intervals from historical data. To deal with this uncertainty, best/worst case (BWC) model is commonly used. In BWC model, solutions are determined under best and worst scenarios, and are useful for testing responses of model solutions under two extreme situations. However, solutions are not adequate to generate decision alternatives in intervals [15].

Durations of activities are random variables. There will, obviously, be varying estimates with varying precision for each task. Because various factors such as unexpected events (Random acts of nature, vendor delays, incorrect shipments of materials, traffic jams, power failures, and sabotage), efficiency of work time, varying skill levels, mistakes and misunderstandings can cause the differences in the actual activity duration [16]. However, we are unable to know what factors will be operative when work is still under planning. Therefore, we...
cannot know how long the activity will take. The delay and disruption caused by variance linked to estimates and their presumed certainty can significantly affect not only the duration of the whole project but also the total cost [17].

In response to the above complexities and uncertainties, two-stage stochastic programming (TSP) is effective for problems where decision scenarios analysis is needed and random variables are in present. The initial decision is made before the random events have taken place. The values of these events are unknown at this so called first-stage decision. After the random events have happened and their values have been obtained, a corrective decision would be made so as to minimize the total system cost. Apparently, this decision is the second-stage decision. To deal with the uncertainties existing as ambiguous intervals within the TSP framework, Huang and Loucks developed an inexact two-stage stochastic programming to tackle such uncertainties expressed as probability distribution and intervals [15]. Evidently, the interval parameter two-stage stochastic programming can deal with all the problems explained above, and account for the impacts of initial planning and corrective actions to total project costs.

Therefore, the objective of this proposed research is to develop an interval parameter two-stage model for project management and planning in a hypothetical case study. Through the case study, the applicability of the developed model will be tested. The results obtained will help the project managers better understand the key uncertainties that affect the project management, and generate decision alternatives.

**Problem Formulation**

The project management problem studied here can be described as follows. Assume that the project has \( m \) tasks that must be executed separately before the entire project can be finished in an uncertain environment. Uncertainties refer to the possible delays taking place in every activity. The tardiness of activities is random variable. Given a specified project completion time, the quantity of duration is allocated to the task and shown as a milestone. If the milestone is achieved ahead of time, it will result in normal costs. However, if a milestone is not completed on time due to uncertainties, the days behind the schedule must be compensated by the crashing time. The crashing time dealing with these uncertainties results in incremental crashing costs. The tackled incremental crashing costs for all activities are imprecise. Also, the quality of information that can be obtained for normal costs of all activities is not good enough to be presented as deterministic numbers because the economic data has some intrinsic risks such as the inflation rate floating, labor costs increasing and shortage in fuel supply. Therefore, the crashing costs and normal costs are introduced into the model. In the model, we are dealing with one project. Therefore, the value of the penalty is same with the value of the reward.

The assumption one implies that the linearity properties must be technically satisfied in order to solve an optimization problem through linear programming. For the sake of model facilitation, assumption two represents that any delay happening in each activity studied will end up with the delay of total project time in the same quantity. Assumption three concerns the simplicity of the model formulation. To achieve computational efficiency, we ignore all the costs that have not any relevance with activity's duration. Assumption four is made to reflect the uncertainties in the activity's duration. Regardless of the complexity to convert one project's time effectiveness into monetary value, assumption five represents that the amount of money losing for one day delay equals to the amount receiving from one day's ahead.

The following notation is used.

\[
\begin{align*}
Z^x &= \text{total project costs ($)} \\
NC_i^\pm &= \text{normal cost for task } j \text{ ($/day)} \\
T &= \text{contractual completion time (days)} \\
K_i^\pm &= \text{crashing costs for task } j \text{ ($/day)} \\
\Delta_i &= \text{crashing time for task } j \text{ when the actual finished time is } a_j \text{ with probability } p_j \text{ (days)} \\
Y_\Delta^\pm &= \text{crashing time for task } j \text{ when the actual finished time is } A_j ^\pm \text{ (days)} \\
A^\pm &= \text{actual completion time (days)} \\
a_j^\pm &= \text{actual completion time with probability taking value of } j \text{ (days)} \\
D_i^\pm &= \text{planned duration of task } j \text{ (days)} \\
D_i^{\text{min}} &= \text{minimum planned duration of task } j \text{ (days)} \\
F^\pm &= \text{contractual penalty (when the project is completed beyond the specified completion time) or contractual reward (when the project is finished ahead of the completion time) ($/day)} \\
\Delta D_3 &= \text{deviation between the upper bound value and lower bound value of } D_3^x \text{ (days)} \\
x_j &= \text{scale plate variable (0 \leq x_j \leq 1)} \\
R^\pm_{\text{opt}} &= \text{optimal milestones allocation scheme (days)} \\
V^\pm_{\text{opt}} &= \text{optimal budget for tardiness ($)}
\end{align*}
\]

1. All of the objective functions and constraints are linear.
2. The tasks studied are all located in the critical path. The uncertainties happening in every task are independent. So, the delay caused by uncertainties can be accumulated along the critical path.
3. All the fixed project costs which remain constant regardless of project duration under normal condition are not introduced into the model. In the model, only the costs which are affected by the activities’ durations are considered. The total project costs obtained by this model are smaller than the actual total costs.
4. The probability of real time for completing the whole project under uncertainty subjects to a beta distribution.
5. The contractual penalty costs are incurred if the project is completed beyond the specified completion time. But if the project is finished ahead of the completion time, the contractual rewards revenues will be provided. The amount of costs and revenues are mostly determined by the economic values generated by the project. Each project has its own particular values. In the model, we are dealing with one project. Therefore, the value of the penalty is same with the value of the reward.

The assumption one implies that the linearity properties must be technically satisfied in order to solve an optimization problem through linear programming. For the sake of model facilitation, assumption two represents that any delay happening in each activity studied will end up with the delay of total project time in the same quantity. Assumption three concerns the simplicity of the model formulation. To achieve computational efficiency, we ignore all the costs that have not any relevance with activity's duration. Assumption four is made to reflect the uncertainties in the activity's duration. Regardless of the complexity to convert one project's time effectiveness into monetary value, assumption five represents that the amount of money losing for one day delay equals to the amount receiving from one day's ahead.

The following notation is used.

\[
\begin{align*}
Z^x &= \text{total project costs ($)} \\
NC_i^\pm &= \text{normal cost for task } j \text{ ($/day)} \\
T &= \text{contractual completion time (days)} \\
K_i^\pm &= \text{crashing costs for task } j \text{ ($/day)} \\
\Delta_i &= \text{crashing time for task } j \text{ when the actual finished time is } a_j \text{ with probability } p_j \text{ (days)} \\
Y_\Delta^\pm &= \text{crashing time for task } j \text{ when the actual finished time is } A_j ^\pm \text{ (days)} \\
A^\pm &= \text{actual completion time (days)} \\
a_j^\pm &= \text{actual completion time with probability taking value of } j \text{ (days)} \\
D_i^\pm &= \text{planned duration of task } j \text{ (days)} \\
D_i^{\text{min}} &= \text{minimum planned duration of task } j \text{ (days)} \\
F^\pm &= \text{contractual penalty (when the project is completed beyond the specified completion time) or contractual reward (when the project is finished ahead of the completion time) ($/day)} \\
\Delta D_3 &= \text{deviation between the upper bound value and lower bound value of } D_3^x \text{ (days)} \\
x_j &= \text{scale plate variable (0 \leq x_j \leq 1)} \\
R^\pm_{\text{opt}} &= \text{optimal milestones allocation scheme (days)} \\
V^\pm_{\text{opt}} &= \text{optimal budget for tardiness ($)}
\end{align*}
\]
Where $Z^e$, $NC_x^e$, $K_x^{e-}$, $Y_x^{e+}$, $A_x^e$, $a_j^e$, $p_j^e$, $D_x^e$ and $D_x^{e-min}$ are interval parameters or variables. For instance, letting $K_x^{-}$ and $K_x^{+}$ be the lower and upper bounds of $K_x^e$, correspondingly, we have $K_x^e = [K_x^{-}, K_x^{+}]$.

**Modeling Development**

The goal of proposed approach is to minimize total costs with reference to normal costs, crashing costs and contractual penalty/award. Moreover, all the parameters, except the contractual completion time, are expressed in intervals. Based on the above consideration, the objective function of the proposed model is as follows:

$$\min Z = \sum_{i=1}^{m} NC_x^e D_x^e + E\left(\sum_{i=1}^{m} K_x^{e-} Y_x^{e+}\right) + F\left(\sum_{i=1}^{m} D_x^e - T\right)$$ (1a)

**Constraint on actual completion time**

$$\sum_{i=1}^{m} (D_x^e + Y_x^{e+}) \geq d^a$$ (1b)

**Constraints on time allocation**

$$D_x^e \geq D_x^{e-min}, \quad i = 1, 2, \ldots, m, (1c)$$

**Constraints on crashing time**

$$D_x^e \geq Y_x^{e+}, \quad i = 1, 2, \ldots, m. (1d)$$

To solve this problem, the distribution of $A_x^e$ must be approximated by a discrete function. Letting $A_x^e$ takes the value $a_j^e$ with probability $P_j$ for $j=1,2,\ldots,n$, we have:

$$E\left(\sum_{i=1}^{m} K_x^{e-} Y_x^{e+}\right) = \sum_{i=1}^{m} K_x^{e-} \left(\sum_{j=1}^{n} P_j a_j^e\right).$$ (2)

Thus, reformulation of the foregoing problem is:

$$\min Z = \sum_{i=1}^{m} NC_x^e D_x^e + \sum_{i=1}^{m} K_x^{e-} \left(\sum_{j=1}^{n} P_j a_j^e\right) + F\left(\sum_{i=1}^{m} D_x^e - T\right)$$ (3a)

s.t. $\sum_{i=1}^{m} (D_x^e + Y_x^{e+}) \geq a_j^e, \quad \forall j, (3b)$

$$D_x^e \geq D_x^{e-min}, \quad \forall i, j, (3c)$$

$$D_x^e \geq Y_x^{e+}, \quad \forall i, j. (3d)$$

For each value of $j$, it is essential to repeat the basic constraint set to allocate task durations $D_x$ and crashing time $Y_x$. This modeling formulation is so called a two-stage linear program (TSP) because task durations $D_x$ are set at first stage before the actual completion time is known, while crashing time $Y_x$ are determined at second stage when the completion time is known and the targets are fixed. Apparently, model (3) can effectively reflect vibrations caused by uncertainties in the actual completion time. Moreover, an extended consideration for uncertainties in the parameters is applied in the model. Interval parameters introduced into TSP framework leads to extended consideration for uncertainties in the parameters is applied in the aforementioned hybrid interval-parameter TSP model, model (3).

As $D_x$ are known, model (3) can be divided into two sets of deterministic submodels corresponding to the lower and upper bounds of the desired value of the objective function [18]. The process of transformation is based on an interactive algorithm, which is different from the process of normal best or worst case analysis [15]. The solution provides reliable intervals for the objective function and decision variables, which accounts for decision alternatives’ generation. The detailed transformation process is as follows.

**Step 1** This step is to determine values for decision variables and cost coefficients, which correspond to the desired bound of the objective function value. For model (3), $Z$ is desired since the objective is to be minimized.

$$D_x^e$$ can be expressed in a deterministic value form of $D_x^e + \Delta D_x j, \quad \Delta D_x = D_x^e - D_x^{-}$ and $0 \leq \Delta x \leq 1$. Then, we can transform model (3) into:

$$\min Z = \sum_{i=1}^{m} NC_x^e (D_x^e + \Delta D_x j) + \sum_{i=1}^{m} K_x^{e-} \left(p_j a_j^e\right) + F\left(\sum_{i=1}^{m} D_x^e - T\right)$$ (4a)

s.t. $\sum_{j=1}^{m} (D_x^e + \Delta D_x j + Y_x^{e+}) \geq a_j^e, \quad \forall j, (4b)$

$$D_x^e + \Delta D_x j \geq D_x^{e-min}, \quad \forall i, j, (4c)$$

$$D_x^e + \Delta D_x j \geq Y_x^{e+}, \quad \forall i, j, (4d)$$

$$0 \leq \Delta x \leq 1, \quad \forall i.$$ (4e)

For objective function, we have its lower bound as follows:

$$Z = \sum_{i=1}^{m} NC_x^{-} \left(D_x^e + \Delta D_x j\right) + \sum_{i=1}^{m} K_x^{-} \left(p_j a_j^e\right) + F\left(\sum_{i=1}^{m} D_x^e + \Delta D_x j - T\right)$$ (5a)

To interpret the process of converting more clearly, we put all decision variables at the constraints’ left-hand sides and rewrite (4b), (4c) and (4d) as follows:

$$s.t. \sum_{j=1}^{m} (\Delta D_x j + Y_x^{e+}) \geq a_j^e - \sum_{j=1}^{m} D_x^e, \quad \forall j, z$$ (5b)

$$\Delta D_x j \geq D_x^{e-min} - D_x^e, \quad \forall i,$$ (5c)

$$Y_x^{e+} = \Delta D_x j \leq D_x^e, \quad \forall i, j,$$ (5d)

$$Y_x^{e+} \geq 0, \quad \forall i, j.$$ (5e)

Based on the model (5), when $D_x^e$ approach their lower bounds (i.e. $x_i = 0$), low cost could be obtained if the durations’ allocations are satisfied, but increasing number of crashing activities may have to be executed (and thus higher crashing costs) when the planned time allocations (milestones) are not achieved. Conversely, when $D_x^e$ approach their upper bounds (i.e. $x_i = 1$), we may have a higher cost but, meanwhile, lower risk of violating the planned milestones (and thus lower crashing costs). Therefore, it is difficult to determine whether $D_x^e$ or $D_x^{e}$ will correspond to the lower bound of the total project costs (i.e. $Z^e$).

If $D_x^e$ are considered as uncertain input parameters, an inexact two-stage stochastic programming can be used directly to solve these problems [18]. In the model, an optimized set of target values can be obtained by having decision variables as $x_i$ in model (5). In this study, this optimized set corresponding to the highest possible project benefit is applied to give the uncertain milestones allocations.

**Step 2** According to the interval programming method proposed by Huang in 1996 [15] when the constraints’ right-hand sides are also uncertain, the sub model that corresponds to $Z$ should be associated with lower bounds of the right-hand sides (assuming that $\leq$ relationships exist). Thus, we have the sub model for $Z$ as follows:

$$\min Z = \sum_{i=1}^{m} NC_x^{-} \left(D_x^e + \Delta D_x j\right) + \sum_{i=1}^{m} K_x^{-} \left(p_j a_j^e\right) + F\left(\sum_{i=1}^{m} D_x^e + \Delta D_x j - T\right)$$ (6a)

s.t. $\sum_{j=1}^{m} (\Delta D_x j + Y_x^{e+}) \geq a_j^e - \sum_{j=1}^{m} D_x^e, \quad \forall j,$ (6b)
The proposed approach is suitable to deal with the system with uncertainties in its components. In this study, uncertainties in milestone’s allocation, economic data as well as distribution data for actual total completion time are provided as intervals. Let $D_i^+$ for $i=1,2,3,4...$ be the quantity of time that allocated to each task $i$. If the task is finished in the allocated time, normal cost to the task per day is estimated to be $NC_i^{+}$. However, if the allocated time is exceeded, the extra time must be made up by crashing the task so as to stick to the schedule. Most used options for team leaders to crash an activity are increasing labors and equipment, and/or working overtime. But these options can result in a increasing of costs to task $i$ with $K_i^{+}$ per day crashed ($K_i^{+} > NC_i^{+}$).

Based on model (4), the project manager’s decision problem can be formulated as an interval parameter two-stage stochastic problem as follows:

\[
\begin{align*}
\min Z^+ & = \left[ Z_{\text{opt}}^{+}, Z_{\text{opt}}^{-}\right] = \left[ \sum_{i=1}^{n} \sum_{j=1}^{m} K_{ij}^{+} \left( Y_{ij}^{+} - Y_{ij}^{-}\right) + \sum_{i=1}^{n} \sum_{j=1}^{m} K_{ij}^{-} \left( Y_{ij}^{+} - Y_{ij}^{-}\right) \right] \geq \left[ \sum_{i=1}^{n} \sum_{j=1}^{m} K_{ij}^{+} \left( Y_{ij}^{+} - Y_{ij}^{-}\right) + \sum_{i=1}^{n} \sum_{j=1}^{m} K_{ij}^{-} \left( Y_{ij}^{+} - Y_{ij}^{-}\right) \right], \\
\text{s.t.} & \quad j \geq a_j - \sum_{i=1}^{n} D_i^{-}, \quad \forall j, \\
& \quad D_i^{+} - D_i^{-} - \sum_{i=1}^{n} D_i^{-}, \quad \forall i, \\
& \quad Y_{ij}^{+} - Y_{ij}^{-} \leq D_i^{-}, \quad \forall i, j, \\
& \quad Y_{ij}^{+} \geq Y_{ij}^{-}, \quad \forall i, j,
\end{align*}
\]

where $Y_{ij}^{+}$ and $Y_{ij}^{-}$ are decision variables. Solution for $Z^+$ gives the extreme lower bound of total project costs with reference to uncertain inputs of milestones allocation.

**Step 3** Let $Y_{ij}^{opt}$ and $Y_{ij}^{opt}$ be solutions of model (6). Then we can have the optimized tasks’ duration as follows:

\[
D_i^{opt} = D_i^{-} + D_i^{+}, \quad \forall i.
\]

**Step 4** According to the interval programming method proposed by Huang in 1996 [15] we have the sub model for $Z^{-}$ as follows:

\[
\begin{align*}
\min Z^{-} & = \sum_{i=1}^{n} \sum_{j=1}^{m} K_{ij}^{-} \left( Y_{ij}^{+} - Y_{ij}^{-}\right) + \sum_{i=1}^{n} \sum_{j=1}^{m} K_{ij}^{+} \left( Y_{ij}^{+} - Y_{ij}^{-}\right) + F^{-} \left[ \sum_{i=1}^{n} D_i^{-} - T \right],
\end{align*}
\]

\[
\begin{align*}
\text{s.t.} & \quad j \geq a_j - \sum_{i=1}^{n} D_i^{-}, \quad \forall j, \\
& \quad D_i^{+} - D_i^{-} - \sum_{i=1}^{n} D_i^{-}, \quad \forall i, \\
& \quad Y_{ij}^{+} - Y_{ij}^{-} \leq D_i^{-}, \quad \forall i, j, \\
& \quad Y_{ij}^{+} \geq Y_{ij}^{-}, \quad \forall i, j,
\end{align*}
\]

where $Y_{ij}$ and $Y_{ij}$ are decision variables. Sub model (6) and (8) are deterministic linear programming problems. Based on a grey linear programming approach by Huang et al. [19] we have solutions for model (3) under the optimized tasks’ duration allocation as follows:

\[
\begin{align*}
Z_{\text{opt}}^{opt} & = \left[ Z_{\text{opt}}^{+}, Z_{\text{opt}}^{-}\right] = \left[ \sum_{i=1}^{n} \sum_{j=1}^{m} K_{ij}^{+} \left( Y_{ij}^{+} - Y_{ij}^{-}\right) + \sum_{i=1}^{n} \sum_{j=1}^{m} K_{ij}^{-} \left( Y_{ij}^{+} - Y_{ij}^{-}\right) \right], \\
Y_{ij}^{opt} & = \left[ Y_{ij}^{+}, Y_{ij}^{-}\right], \quad \forall i, j,
\end{align*}
\]

where $Z_{\text{opt}}$ and $Y_{ij}^{opt}$ are solutions of sub model (6), and $Y_{ij}^{opt}$ and $Y_{ij}^{opt}$ are those of sub model (8). Therefore, the optimal milestones allocation scheme is:

\[
R_{ij}^{opt} = D_i^{+} + Y_{ij}^{opt}, \quad \forall i, j.
\]

Considering the budget prepared for risks causing completion time beyond the contractual limitation, we can have the optimal crashing costs and contractual penalty (budget for tardiness) as follows:

\[
V_{ij}^{opt} = \sum_{i=1}^{n} \sum_{j=1}^{m} K_{ij}^{+} \left( p_j Y_{ij}^{+} - p_j Y_{ij}^{-}\right) + F^{opt} \left[ \sum_{i=1}^{n} D_i^{-} - T \right].
\]

**Implementation**

The following hypothetical problem can be used to illustrate the proposed approach. A construction manager is in charge of allocating milestones into a gas pipeline construction project with specified completion time T. The pipeline project has four tasks carried out in sequence, namely, excavating, laying, welding and backfilling. Each sector’s executing team needs to know how much time they can get. If they take longer time than planned to finish the task, they will crash the activity to catch up with the schedule. The contractual penalty costs are incurred if the project is completed beyond the specified completion time. But if the project is finished ahead of the completion time, the contractual rewards revenues are provided. Tables 1 and 2 show the related time limitations and economic data. The framework of the model is demonstrated in the Figure 1.

\[ Y_{i} \pm \leq \begin{cases} 10, 20 \end{cases}, \quad \text{if } i = 1,2,3. \]  

Step 2 From model (6), we can have sub model as follows:

\[ \min Z = \begin{cases} 10, 20, 30, 40, 75 \end{cases}, \quad \text{if } i = 1,2,3. \]  

Step 3 We then have the optimized milestones allocation as follows:

\[ D_{1}^{opt} = 40 + 35 \times 0.1428571 = 45, \]  

\[ D_{2}^{opt} = 30 + 10 \times 1 = 40, \]
\[ D^2_{i, opt} = 10 + 10 \times 0 = 10, \]
\[ D^3_{i, opt} = 20 + 20 \times 1 = 40. \]

**Step 4** According to model (8) and solutions above, we can have the submodel \( \mathbf{Z}^2 \) as follows:

\[
\begin{align*}
\text{Max } & \quad \sum_{i=1}^{n} \sum_{j=1}^{m} \left( \alpha_{ij} + \beta_{ij} \right) x_{ij} + \gamma_{ij} \tilde{x}_{ij} + \delta_{ij} \tilde{y}_{ij} \\
\text{subject to } & \quad \sum_{j=1}^{m} x_{ij} \leq D^2_{i, opt} \quad \forall i, \quad \sum_{j=1}^{m} \tilde{x}_{ij} \leq D^2_{i, opt} \quad \forall i, \quad \sum_{j=1}^{m} \tilde{y}_{ij} \leq D^2_{i, opt} \quad \forall i, \\
& \quad x_{ij} \geq 0, \quad \tilde{x}_{ij} \geq 0, \quad \tilde{y}_{ij} \geq 0, \quad \forall i, \forall j.
\end{align*}
\]

Since durations, and thus plans the lower bound allocation values to all tasks. For example, solution when \( \alpha_{ij} = 0, \beta_{ij} = 0, \gamma_{ij} = 0, \delta_{ij} = 0 \) (i.e., baseline) represents a situation when the manager is optimistic of tasks' durations, and thus promises a lower bound value.

**Results and Findings**

A more detailed presentation of the above solutions is provided in Table 3. From the table, we can see that solutions for the objective function and all of the non-zero decision variables are intervals in general. Under the situation that the completion time is beyond the time limitation, this solution may lead to an extremely low project cost. As actual values of the parameters and variables changing from their lower bounds to upper bounds, the project cost may accordingly vary between \( \mathcal{NC}_i \), \( \alpha_{ij} \) and \( \beta_{ij} \). The solution of \( \bar{Y}_{i}^{(1)} \) for \( \bar{Y}_{i}^{(1)} = \{0, 30\} \) and \( \bar{Y}_{i}^{(2)} = \{5, 30\} \) means that, for task 1 (i.e., excavate), there will be no crashing time at low risk but a crashing time of 0 to 30 days at medium risk (with a probability of 65%) and a crashing of 30 to 45 days at high risk (with a probability of 25%). The solution of \( \bar{Y}_{i}^{(1)} = \{0, 30\} \) and \( \bar{Y}_{i}^{(2)} = \{5, 30\} \) demonstrates that, for task 4 (i.e., backfill), there will be no crashing activity needed at the low and moderate risk. However, a crashing time of 0 to 5 days will be carried out at high risk (with a probability of 25%) if necessary. Under advantageous conditions (e.g., when the other activities do not violate the time limitations and/or the actual completion time \( \hat{t}_{ij} \) approaches its lower bound), the crashing time may move to the value of 0; however, under risky condition, the crashing time may become as high as 5.

The values of \( Z_{opt}^1 \) and \( Z_{opt}^2 \) provide two extremes of the total project cost. As actual values of the parameters and variables changing from their lower bounds to upper bounds, the project cost may correspondingly vary between \( Z_{opt}^1 \) and \( Z_{opt}^2 \) with different reliability levels [15]. The solution presented in Table 3 was obtained under the optimized milestones allocation (i.e., \( D^2_{i, opt} = 45, D^3_{i, opt} = 10 \) and \( D^4_{i, opt} = 40 \)). While this solution may lead to an extremely low project cost under advantageous situation, high crashing costs may have to be paid when the completion time is beyond the time limitation. This uncertainty results in a wide interval between the lower and upper bounds of \( Z^2 \). Solutions under other scenarios of milestones allocation can also be obtained by letting \( D^2_{i, opt} \) have different deterministic values. For example, solution when \( D^2_{i, opt} \) reaches \( D^2_{i, opt} \) (i.e., \( \bar{x}_{ij} = 0 \) in submodel (13)) represents a situation when the project manager is optimistic of activity duration of task 1, and thus promises a lower bound value.

Table 4 describes solutions under optimized milestones. are drawn regarding optimal milestones allocation which is associated with every rectangular bar.

Given milestone allocation, the interval solutions for \( Y^2 \) reflect potential system condition variations caused by uncertain inputs of \( NCS \), \( K^t \) and \( a^t \). The solution of \( \bar{Y}^{(1)} = \{0, 5\} \) and \( \bar{Y}^{(2)} = \{0, 5\} \) means that, for task 1 (i.e., excavate), there will be no crashing time at low risk but a crashing time of 0 to 30 days at medium risk (with a probability of 65%) and a crashing of 30 to 45 days at high risk (with a probability of 25%). The solution of \( \bar{Y}^{(1)} = \{0, 5\} \) and \( \bar{Y}^{(2)} = \{0, 5\} \) demonstrates that, for task 4 (i.e., backfill), there will be no crashing activity needed at the low and moderate risk. However, a crashing time of 0 to 5 days will be carried out at high risk (with a probability of 25%) if necessary. Under advantageous conditions (e.g., when the other activities do not violate the time limitations and/or the actual completion time \( \hat{t}_{ij} \) approaches its lower bound), the crashing time may move to the value of 0; however, under risky condition, the crashing time may become as high as 5.

<table>
<thead>
<tr>
<th>Milestones ((D^i_{i, opt}))</th>
<th>45</th>
<th>40</th>
<th>10</th>
<th>40</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crashing time ((Y^2_{ij, opt}))</td>
<td>[j = 1]</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>[j = 2]</td>
<td>[0,30]</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>[j = 3]</td>
<td>[30,35]</td>
<td>0</td>
<td>0</td>
<td>[0,5]</td>
</tr>
<tr>
<td>Optimized milestones ((R^+_{ij, opt}))</td>
<td>[j = 1]</td>
<td>40</td>
<td>30</td>
<td>10</td>
</tr>
<tr>
<td>[j = 2]</td>
<td>[40,70]</td>
<td>30</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>[j = 3]</td>
<td>[70,85]</td>
<td>30</td>
<td>10</td>
<td>[20,25]</td>
</tr>
</tbody>
</table>

**Table 3**: Solutions under optimized milestones.
Thus, a plan with both higher total normal costs and contractual costs is generated, where risks of crashing tasks are reduced. At the allocation's lower bounds, the resulting plan will be effective in low risk situation when all allocated milestones are not violated, but it will become risky in medium and high risk situations due to over-optimistic on tasks’ durations and the crashing costs. When all $D^2_i$ equal their mid-values $x_i = 0.5$ corresponds to a situation when project manager stands between optimistic and conservative conditions.

Decision alternatives can be created through change of the crashing values and thus optimized allocation values in the intervals for decision variables. The project managers could also adjust the allocation scheme through the adjustment between lower and upper bounds of non-zero $Y^2_{ij}$ when they are not satisfy with the recommended alternatives. Therefore, the intervals for $Y^2_{ij}$ are useful for them to justify the generated alternatives directly.

Figure 4 and Table 5 present reduced costs of decision variables, and indicate the economic impacts of variations in crashing time allocation. No matter when the risk of disturbing events happening in the whole project is in a low, medium or high level, task three has more impacts on the project costs than any other three tasks, which means the project manager should be cautious on the crashing of task three. The crashing of task three could cause higher increment on the project costs. $Y^2_{11}$ and $Y^2_{12}$ have lowest impacts on project costs at their lower bounds. $Y^2_{13}$ and $Y^2_{14}$ have lowest impacts on project costs at either bounds. Project manager should mainly consider crashing these tasks with reference to different risk level. This study is consistent with the above results of the relationship between crashing time and project costs. The post-optimality analysis conducted for solutions reflects the relationship between economic consideration and the task duration scheduling.

In Table 5, it shows the sensitivity of crashing time value for project costs at their lower and upper bounds. In practical decision making problems, the project manager could adjust the values of decision variables continuously between the two bounds of their solutions. Through this process, the decision maker could implement more implicit knowledge into the problem. Eventually, more applicable and satisfactory decision schemes could be obtained.

Traditional method (i.e., CPM) tackled task duration scheduling problem can only deal with the deterministic values. When the reliable data is not available, either the method cannot be applied, or it will be solved by letting all interval parameters be equal to their mid-values [2]. The mid-values for all parameters is an input scenario and will generate only one of many alternatives from the CPM. Although further sensitivity analysis can provide an individual response to variations of the uncertain inputs for each possibility, it can hardly reflect numerous possibilities in these uncertain inputs and interactions among them.

Similarly, if PERT method is applied, only solutions with considering the three estimated durations (the optimistic duration, the pessimistic duration and the most likely duration) are obtained. They are useful for judging the construction teams' capabilities to complete the project on time, but cannot efficiently deals with variations in estimating durations. In another word, the solutions obtained from PERT fail to reflect the uncertainties in the task duration's estimation. Therefore, the PERT method is not able to construct a set of stable intervals for decision variables [13].

Compared with existing approaches for solving project management problems, the interval parameter two-stage stochastic approach has its strengths in data availability, the computational requirement and solution algorithm [20]. In practical problems, the availability of information is often not good enough to be acquired as deterministic numbers or probability distributions to support decision making. In most situations, the data is obtained in intervals. These intervals can be processed by interval parameter two-stage stochastic model, which is particularly relevant to the project management area because uncertain parameters are often an obstacle to good estimates of lower and upper bounds.

In fact, even if the quality of information is good enough to be presented as a probability distribution, a large multi-stage programming model is still hard to solve when its parameters are uncertain and expressed as probability density functions. In contrast with it, the proposed approach is able to effectively communicate these uncertain parameters, presented as intervals and probability, into its optimization framework. Moreover, the approach reduces computational requirements by its simplified sub models.

Based on the illustrative purposes, a very simple project is chosen to be a worked example. For large-scale project management problems, especially those including project networks, the optimization formulation could be too complicated to solve. For instance, additional stages often need to be considered to describe how a problem unfolds over time because of the project's dynamic feature. However, more than three stages could make the optimization model become too

![Figure 2: Gantt chart for optimal milestones in low risk.](image)

![Figure 3: Gantt chart for optimal milestones in medium risk.](image)
large to justify. In addition, many project management problems are complicated because the manager needs to take adequate account of persistence in historical data. To quantify the future project completion time, the handled conditional probabilities may lead to non-linearity in the modeling and violation of the linear assumption in the proposed approach [21].

In general, the proposed approach can deal with the uncertain parameters, intervals for approximating probabilistic information, through simplifying a real-world project problem and generating several alternatives. However, it has many limitations for handling large and complicated projects. Given such a condition, more other models hybrid with the proposed approach could be developed to obtain improved applicability in project management [22,23].

In real-life project management decisions, a perfect project’s total costs are the sum of normal costs, crashing costs and contractual penalties. The input data or related parameters, such as cost coefficients and time limitation of the objective function and constraints are frequently imprecise, because some relevant information is incomplete or unavailable. This paper developed an interval parameter two-stage stochastic approach for solving the project management decision problems in an uncertain environment.

The proposed model minimizes the total costs with reference to normal costs, crashing costs and penalty costs, allocated task duration, specified project completion time and crashing time. The model yields an interval optimal solution and several decision alternatives in different scenarios. Moreover, the proposed model provides a systematic framework that facilitates the decision making process and enable project managers to justify the range of the solutions when the decision variables are intervals. Consequently, the interval parameter two-stage stochastic approach is practically applicable for dealing with project management problems.

The main limitation of the proposed model is that it cannot handle the large and complicated system. The studied system in this paper is a pipeline construction project. For large-scale construction management problems, adequate account of persistence in historical

|       | $D_i^n = D_i^+$ | $D_i^n = D_i^-$ | $D_i^n = D_i^{\text{mid}}$
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$i = 1$</td>
<td>40  30  10  20</td>
<td>75  40  20  40</td>
<td>57.5  35  15  30</td>
</tr>
<tr>
<td>$i = 2$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$i = 3$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$i = 4$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$Y_i^n$

|       | $j = 1$ | $j = 2$ | $j = 3$
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y_i$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$j = 1$</td>
<td>[25, 35]</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$j = 2$</td>
<td>[35, 40]</td>
<td>[0, 5]</td>
<td>0</td>
</tr>
<tr>
<td>$j = 3$</td>
<td>40</td>
<td>[5, 25]</td>
<td>[0, 10]</td>
</tr>
</tbody>
</table>

$Z^+$

<p>| |</p>
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z^+$</td>
</tr>
</tbody>
</table>

Table 4: Solutions under different scenarios of milestones allocation.

Table 5: Reduced costs of decision variables.

<table>
<thead>
<tr>
<th></th>
<th>$Y_{11}$</th>
<th>$Y_{12}$</th>
<th>$Y_{13}$</th>
<th>$Y_{21}$</th>
<th>$Y_{22}$</th>
<th>$Y_{23}$</th>
<th>$Y_{31}$</th>
<th>$Y_{32}$</th>
<th>$Y_{33}$</th>
<th>$Y_{41}$</th>
<th>$Y_{42}$</th>
<th>$Y_{43}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower</td>
<td>80</td>
<td>420</td>
<td>0</td>
<td>90</td>
<td>485</td>
<td>25</td>
<td>120</td>
<td>680</td>
<td>100</td>
<td>85</td>
<td>452.5</td>
<td>12.5</td>
</tr>
<tr>
<td>Upper</td>
<td>0</td>
<td>0</td>
<td>20</td>
<td>130</td>
<td>25</td>
<td>60</td>
<td>390</td>
<td>125</td>
<td>10</td>
<td>65</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
data and dynamic system features can raise the major problem for the linear assumption in the approach. It is recommended that more complex and hybrid model based on the proposed approach should be developed for improving its applicability.
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