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Abstract: 
Automatic speech recognition (ASR) has been an object 
of extensive research since the second half of the previous 
century. ASR systems achieve high accuracy rates, how- 
ever, only when the system is used for recognizing the 
speech of native speakers. The score drops in case the 
ASR system is being used with a non-native speaker of 
the language to be recognized, as the pronunciation is af- 
fected by the patterns of the mother tongue. Traditional 
approaches for developing speech recognition classifiers 
are based on supervised learning, relying on the existence 

of large labeled datasets. In case of non-native speech 
such datasets do not always exist and even if they do, the 
number of samples is not always high enough to train 
accurate classifiers. We have dealt with the problem of 
the non-native speech in our previous research using 
different approach of dual-supervised learning [1]. This 
time, we try tackling the problem using the style transfer 
methodology. We designed a pipeline for modifying the 
non-native speech, so that it resembles the native one to 
a higher extent. In this research, we plan to tackle the 
problem of non-native accent, using style transfer meth- 
odology. We adjust style transfer to the domain of speech 
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and sound, to create an algorithm for real-time accent 
modification. Such an approach could allow to modify 
non-native speaker’s voice on-the-fly, so that the ASR sys- 
tem can recognize the speech with higher accuracy. Our 
methodology could potentially be used as a wrapper for 
existing ASR system, reducing the necessity of training 
new algorithms for non-native speech. 
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