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Abstract
Starting from 1989, a new technique known as wavelet transforms (WT) has been applied successfully for analysis of different types of spectra. WT offers certain advantages over Fourier transforms for analysis of signals. A review of using this technique through spectral analysis is presented. The mathematical principles of applying WT in processing gamma spectra have been discussed.
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Introduction
The wavelet transform WT has attracted recent interest in applied mathematics for signal and image processing [1]. This new mathematical technique has been demonstrated to be fast in computation with localization and quick decay properties in contrast to existing popular methods, especially, the fast Fourier transform FFT. Theory of the WT was developed extensively in 1980s [2]. It may be viewed as a synthesis of ideas originating from engineering sub-band coding, physics (coherent states and renormalization group).

WT became a tool widely used for signal analysis. From 1989 onwards, the WT has been applied for signal processing in spectral studies owing to its efficiency; large number of basis functions available, and high speed in data treatment. One of the main features of WT is that it may decompose a signal directly according to the frequency and represent it in the frequency domain distribution state in the time domain. In the transformation, both time and frequency information of the signal are retained. Another important thing, the time domain can be replaced by other domains such as energies of channel numbers. With proper identification of the scales with frequency, higher frequency signals can be separated from the lower one, in the sense that it has zoom-in and zoom-out capability at any frequency. Since WT can focus on any small part of a signal, it has been called a mathematical microscope [3]. Another feature of WT is that the development of signals in the frequency domain can be constituted with a flexible choice of waveforms rather than with only trigonometric ones as a basis. For instance, in FFT, only the sine and cosine functions can be chosen as the basis.

In contrast, a lot of such functions can be selected in WT. Therefore, WT is a more powerful method to depict relationships among different variables.

In analytical chemistry, applications of WT can be found in the following areas: flow injection analysis FIA, high performance liquid chromatography HPLC, infrared IR spectrometry, mass spectrometry MS, nuclear magnetic resonance NMR spectrometry, ultraviolet-visible UV–VIS spectrometry and voltammetry. Besides, WT has also been employed in studying quantum chemistry and chemical physics.
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best basis will be chosen for the whole set of data rather than different best-base for an individual signal in a data set.

Recently, Walczak and Massart [24] published a tutorial on the introduction of WPT for noise suppression and signal compression. They also published another paper on the introduction of WT in analytical chemistry [25]. The basic principles of WPT calculation and best-basis selection were introduced in their paper.

In addition, Alsberg et al. [26] presented another tutorial on the introduction of WT to chemometricians. The basic principles and the properties of continuous and discrete wavelet transforms and WPT were mentioned in their tutorial. These workers pointed out five major applications of WT in chemistry including signal de-noising, baseline removal, zero crossing, signal compression and wavelet regression.

Wang et al. [27] also published a paper on the introduction of WT and its applications in chemistry in China. They pointed out another five major applications of WT that include spectral data compression, modification of the quality of chemical signals de-noising, quantum chemistry calculation, chemical dynamic analysis, and chemical fractals.

Depczynski et al. [28] published a paper that introduced the mathematical background of the fast wavelet transform FWT on compact intervals. They emphasized on the problem of periodization of a general signal that leads to instabilities near the boundary of the interval.

**Brief Description of Wavelet Transform**

A wavelet transform involves the decomposition of a signal f(x) at different scales and positions. In a WT treatment, all basis functions are \( \Psi_{ab}(x) \) derived from a mother wavelet \( \Psi(x) \) through the following dilation and translation processes:

\[
\Psi_{ab}(x) = a^{-1/2} \Psi\left(\frac{x-b}{a}\right), \quad a, b \in \mathbb{R}, \quad a \neq 0
\]

where \( a \) and \( b \) are, respectively, the scale and position parameters, with \( a > 0 \) and \( b \) having arbitrary values. The continuous wavelet transform of \( f(x) \) is given by:

\[
W_a(b) = \frac{1}{\sqrt{C_a}} \int_{-\infty}^{\infty} \Psi_{ab}(x) f(x) \, dx, \quad (2)
\]

where \( C_a \) is the normalization constant.

In practical computation, since the spectrum to be analyzed is often discrete sampling data, the discrete form of Eq. (2) is necessarily used, which can be expressed as:

\[
W_a(b) = \frac{1}{N} \sum_{n=1}^{N} \Psi\left(\frac{x_n-b}{a}\right) f(x_n) \quad (3)
\]

The formula (3) does not contain integral and this fact allows one to apply WT method for analyzing spectrum.

The mother wavelet \( \Psi(x) \) is chosen to serve as a prototype for all basis function in the process. All basis function that used are the dilated (or compressed) and shifted versions of the mother wavelet. There are a number of functions that are used for this purpose.

Since gamma spectra are like Gaussian shape it will be good choice if the mother wavelet from the family of gauss functions. Marr wavelet or the Mexican hat is expressed as:

\[
\Psi(x) = (1-x^2)e^{-x^2} \quad (4)
\]

Marr wavelet is the second derivative of gauss function. Schematic diagram of Marr wavelet is shown in Figure 1.

**Signal Smoothing and De-noising**

One of the main goals in spectral analysis is to extract useful information from recorded data. However, the achievement of this goal is usually complicated by the presence of noise (e.g. background detected with the signal). Nowadays, most of detected instruments are controlled by computers. It has become a common practice to reduce the noise by employing digital processing methods such as filtering. In the past decades, a large number of filters have been developed in different fields of science and technology. In spite of the existence of diverse filters, only a few, such as Savitzky–Golay, Fourier and Kalman filters [29,30], are extensively used by analyst. The most common way of noise suppression is by applying a suitable filter to the raw data. Noise is present in spectral data in the form of a high frequency signal and causes singularities in data treatment. The two most important properties of WT are that (1) singularities of a signal can be detected by the WT maxima (9) and (2) signal frequencies can be separated at different scales.

A tutorial on noise suppression with WPT was published by Walczak and Massart. They introduced the universal thresholding algorithm as proposed by Donoho [31,32] for selection of coefficients.

Permann and Teitelbaum [33] developed a wavelet fast Fourier transform WFFT to de-noise the milli-volt signal for a transient oscillating chemical reaction.

The Daubechies wavelet function was applied to the signal and the noise components were resolved by FFT on selected parts of the wavelet coefficient coupled with the threshold method. After data processing, the signal was reconstructed to the original domain.

Recently, Mittermayr et al. [34] performed a comparative study in de-noising the Gaussian peak with the use of wavelet, Fourier and Savitzky–Golay filters.

The Gaussian function was chosen in their work because it is commonly used to represent peaks and bands in chromatographic and spectroscopic studies. They invoked WT to simulate data generated
from Gaussian peaks with noise to yield noisy coefficients in the wavelet domain. Then, the so-called universal soft thresholding was applied to these coefficients to give the estimated wavelet coefficients.

Finally, the inverse WT was employed to reconstruct the smoothed data. The proposed wavelet filter can remove noises without distorting the signal peaks. In WT, frequency information is contained in different scales of the multiscale WT representation. The high frequency information resides in the lower resolution levels and low frequency one in the higher levels. Therefore, the effectiveness of the optimal de-noising methods depends on the magnitudes of the noise level present and the original signal of interest. The work of Mittermayr et al. [34] shows that under the chosen conditions, the proposed wavelet method gave superior performance over the classical filter techniques in most cases.

Barclay et al. [35] also performed a similar comparative study in de-noising and smoothing of Gaussian peak using wavelet, Fourier and Savitzky–Golay filters. They classified signal de-noising and smoothing as two different processes. Smoothing removes high frequency components of the transformed signal regardless of their amplitudes, whereas de-noising removes small amplitude components of the transformed signal regardless of their frequencies. Their result indicated that DWT de-noising gave better performance than DWT smoothing and DWT smoothing had a drawback. Such drawback was apparent when the peak width of the fine structure was in the order of the Nyquist frequency.

Signal Compression

Microcomputer systems are widely used nowadays to acquire and store digital spectral data. Computerized databases and spectral libraries are valuable in identification of sample spectra. In general, the more data that is available in a library, the better are the search results. However, as the size of a library increases, more space and longer time are required to store the spectra and search the library. The advancement in microelectronics has greatly enhanced mass storage capacity and processing speed. Archive of information of full spectra becomes more feasible. However, the demand of huge storage capacity is still somewhat inhibited for high-resolution spectra. Even if this problem can be resolved, the computer processing speed and the bandwidth of the phone line or network is still a limiting factor. For instance, in order to transfer a spectral data set to a remote analytical site via phone line or Internet with low bandwidth, data compression is necessary to shorten the transfer time. On the other hand, searching by using the direct search method through a large spectral library is a very lengthy and impractical task.

To speed up the process, researchers may use several approaches. One of them is to reduce the resolution of the spectra to be archived in the spectral domain. A one-fold decrease in the resolution of a spectrum leads to one half of the computational time and space being needed. The second method to speed up data processing is to compress the spectra to give smaller data set. The most commonly used compression technique in spectral studies is the Fourier transform or its variants. The advantages of FT are frequency localization, orthogonality, and the availability of fast numerical algorithms. This technique has been applied extensively in processing digital data. Some workers [36,37] have pointed out that in addition to noise removal, FT can also be used for data compression.

For example, Chau and Tam [38] applied fast FT to minimize the storage of UV–VIS absorption spectra collected from a photodiode array spectrophotometer. In recent years, researchers proposed to make use of DWT or FWT and WPT for data compression [39,40,41]. The mathematical treatment for data compression via WT is similar to that for de-noising.

Data from spectral analysis are transformed to the wavelet domain by employing either FWT or WPT. Then, a thresholding method is employed to select suitable coefficients in the wavelet domain for storage. By utilizing inverse FWT or WPT treatment, the compressed coefficients can be converted back to its original domain.

Applications of the Wavelet Transform in Spectral Analysis

Neutron activation analysis NAA

Neutron Activation Analysis NAA is one of the most powerful non-destructive techniques available today for probing elemental analysis of matter. This technique depends on the analysis of gamma spectra GS of the irradiated samples. Only a few publications have been related to the application of WT in GS.

WT methods for smoothing the spectrum by removing the high frequency components in the transform and thereby aiding in finding peaks were discussed by Thakur [42]. The gamma spectrum can be described in the usual energy representation ("Energy domain") by directly samples values of the quantity h (counts) as a function of energy E, e.g. h (E) in energy units (or equivalent channel number). The same data can also be represented as a function of frequency F, i.e. H (F). The "energy domain" and "frequency domain" representations are related by FT.

Press et al. [43] used to analyze spectral data to obtain information of particular γ-rays to the continuum in the energy spectrum. Because the continuum is characterized by a broad spread of energies even through the original γ-ray energy was well defined, the transform to frequency space concentrates this contribution from the continuum that spread over many channels and hard to differentiate from noise in the energy spectrum.

Flow injection analysis FIA

Bos and Hoogendam [44] proposed to use WT to minimize the effect of noise and baseline drift in flow-injection analysis. Usually, peak overlapping in FIA is not a problem because it can be easily avoided by adjusting the sample rate. However, as the FIA system is operated near the detection limits, it is difficult to locate peaks and find the right baseline correction method. It is because weak signals are embedded in the stochastic noise, which is a general problem in FIA.

In Bos and Hoogendam’s study, the Morlet wavelet function was utilized to transform the FIA signal into a two-dimensional time-frequency form with both time and frequency information of the signal being retained. After WT treatment, the peak intensity was filtered from noise optimally. The maximum peak position can be searched from the coefficient in the wavelet domain of a well-defined peak as obtained for a sample with a relatively high concentration. The position of this maximum on the horizontal axis of the transform conveys the positional information of the peak whereas its position on the vertical axis gives the noise filtering characteristic that can be obtained.

Chromatography

Nine papers have been reported on adopting WT in chromatographic data processing so far. Pan et al. [45] applied WT to correct baseline for analysis of rare earth elements in China.
Shao et al. [46-49], proposed to use WT in quantitative determination of constituting components in overlapping chromatographic peaks. For unresolved chromatograms, different factor analysis methods such as evolving factor analysis [50,51], fixed moving windows evolving factor analysis [52] and heuristic evolving latent projections [53,54] have been reported for resolving overlapping chromatographic peaks. WT is proposed as a novel method to retrieve separate signals from overlapping chromatographic peaks. In Shao’s study, the Haar wavelet function was employed to decompose the chromatographic data into localized contributions and to resolve overlapping chromatographic peaks with two and three components, respectively.

WT was proposed for de-noising and baseline correction, determination of factor number, and resolving multi-component overlapping chromatograms. Mittermayr et al. [55] report a work on choosing WT as a tool to improve calibration and detection limit on data from gas chromatography coupled with a microwave induced plasma detector system.

Mittermayr [56] also published a dissertation to discuss the application of WT to chromatographic data processing. His work was mainly focused on the noise structure and smoothing chromatograms.

Shen et al. [57,58] developed a new method which utilized WT to remove the influence of complex backgrounds—spectral background and chromatographic drift, in a HPLC–diode array detector DAD system. The existence of such complex backgrounds would introduce extra factors in the factor analysis calculation as proposed by Maeder and Zilian [59] and Gemperline [60].

Infrared spectroscopy

Infrared IR spectroscopy has found widespread use in identification and characterization of chemicals. Applications of WT in IR spectrometry were reported in nine papers. The first one that employed WT in IR spectroscopy was published by Stark et al. [61]. With the aid of WT, they could roughly separate the mineralogical information in the FT-IR absorbance spectrum from noise and the other signals such as absorbance from adsorbed water and organics. These workers also developed an empirical affine minimaxestimators method to estimate the mass fraction of a given mineral in a mixture using the wavelet coefficients.

Bos and Vrielink [62] published the second paper concerning about identification of mono- and di-substituted benzenes utilizing WT in IR spectrometry.

Application of WPT in IR spectrometry could be found in the works by Walczak et al. [63] and Alsberg et al. [64]. Walczak’s research group chose WPT as a tool for improving pattern recognition based on NIR spectra. Haar wavelet and Coifman’s best-basis algorithm were used to construct the full WPT decomposition framework for each NIR spectrum.

Mass spectrometry

In mass spectrometric MS studies, WT were mainly applied in two areas: instrumentation design and secondary ion mass spectrometry SIMS.

Shew [65] in invented a new procedure to determine the relative ion abundances in ion cyclotron resonance mass spectrometry by utilizing WT to isolate the intensity of a particular ion frequency as a function of position or time within the transient ion cyclotron resonance signal. The WT intensity corresponding to the frequency of each ion species as a function of time can be fitted by an exponential decay curve. When extrapolating these curves back in time to the end of the excitation phase, accurate values of the relative abundances of different ions within a sample can be determined. An ion cyclotron resonance mass spectrometer with a Haar wavelet analysis module was set up by Shew. The result of the work indicated that WT can provide high efficiency isolation of individual frequencies in the received signal corresponding to individual species.

Four papers were published by Nikolov et al. [66], Hutter et al. [67] and Wolkenstein et al. [68,69] in the Vienna University of Technology, for wavelet de-noising of secondary ion mass spectroscopy (SIMS) images. SIMS is a type of surface technique for (1) trace analysis, (2) determination of elemental composition, (3) the identity and concentrations of adsorbed species and (4) elemental composition as a function of depth [70]. This surface technique is capable of measuring the distribution of elements with a lateral resolution of 0.1 mm in the scanning mode. The two-dimensional element distributions generated by scanning SIMS are characterized by Poisson statistics with small integer values. Poor signal statistics is one of the major problems encountered in SIMS measurement especially in trace analysis.

As a result, quantification and image processing methods such as classification and edge detection are difficult to apply. Nikolov et al. [66] reported an application of a wavelet shrinkage algorithm for de-noising SIMS images following the Poisson distribution.

Nuclear magnetic resonance spectroscopy

Nuclear magnetic resonance NMR spectroscopy is one of the most powerful non-destructive techniques available today for probing structure of matter. Only a few publications have been related to the application of WT in NMR spectroscopy [71]. In 1989, Guillemain et al. [72] were the first research group to propose an application of WT in NMR spectroscopy. In their work, they aimed at investigating how an appropriate use of WT could lead to an excellent estimation of the frequency of spectral lines in a signal and provide direct information on time domain features of these lines in NMR spectra. These authors reported seven applications of WT in NMR spectroscopy that included estimation of frequency and amplitude modulation laws in both simple and general cases, spectral line subtraction and re-synthesis, ridge extraction, sum of two sine waves and three exponentially decreasing sine waves.

Recently, Neu [73] published another paper on an application of WT in dynamic NMR spectroscopy, which could simplify the analysis of the free induction decay FID signal. Dynamic NMR spectroscopy is a technique used to measure rate parameters for a molecule [74]. The measured resonance frequencies represent the spatial coordinates of spins. Any motion such as bond rotation and other molecular gymnastics may change these frequencies as a function of time. The localization property of WT gives a better picture of the nature of the underlying dynamical process in both the frequency and time domains. The third-order Battle–Lemarie wavelet was employed for determining crystal rotation and first-order kinetics by NMR spectroscopy in their study. They concluded that WT would become a routine method in NMR spectroscopy for data analysis.

Ultraviolet–visible spectroscopy

Ultraviolet–visible UV–VIS spectroscopy has been used extensively in physical and biological sciences for characterization, identification and quantification of substances [75]. Two papers were published by Chau et al. [39] and Gao et al. [76] on compression and de-noising UV–VIS spectra with WT.
Recently, a novel application of WT was developed by Liu et al. [77]. A wavelet neural network was set up and applied to recognize the UV–VIS spectra. The Morlet wavelet and line search conjugate gradient optimization method were used in their neural network. The results indicated that the wavelet neural network had a very good recognition power to differentiate minor differences between similar UV–VIS spectra.

Voltammetry

The wavelet transform has been applied successfully to voltammetric data. Voltammetry is a popular technique in all fields of chemistry used to study redox reactions. Yan and Mo [78] were the first to introduce WT in processing signals from voltammetry. They developed a real time continuous wavelet filter for voltammetric signal processing.

Chen et al. [79] utilized wavelet function for the treatment voltammetric DPV data. In DPV quantitative analysis, it is very difficult to measure the peak height in a sample with low concentration. As a result, it affects the linear detection range of the DPV system. So, these workers employed the Gaussian difference wavelet function to transform the DPV signal obtained.

Application of WPT to voltammetry was found in recent work by Fang and Chen. They investigated the feature of WPT for white noise which is caused by random and irregular process and developed an adaptive wavelet filter for the selection of the optimum critical level of related frequency band automatically in voltammetry. Their outcomes showed that the adaptive wavelet filter could be applied to a system with interference originating from existing power supply, which is useful for the study of fast electron, transfer process.

Conclusion

Applications of wavelet transform and wavelet packet transform in various fields were reviewed. WT is mainly used in data compression and noise removal in spectral studies owing to its efficiency, large number of basis functions available and high speed in data treatment. In most cases, the performance of the WT treatment is much better than the Fourier transform. Up to now, one patent, two tutorial papers and more than 70 papers on the application of WT to spectral analysis have been published. Signal processing of spectral data via wavelet transform is still under development and the mathematical technique is expected to be one of the most popular methods in the future.
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