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Measuring and forecasting the size of the errors in any model is a 
must. The ARCH/GARCH, which stand for autoregressive conditional 
heteroskedasticity and generalized autoregressive conditional 
heteroskedasticity, treat heteroskedasticity as a variance to be modeled 
when the variances of the error terms are not equal1. The ARCH/
GARCH corrects the least squares flaws and predict the variance of 
each error term. The main concern, even after the development of the 
“robust standard error” is the variance of the error terms and what 
makes them large. This problem is often found in investment where 
the dependent variable is the return on an asset and the variance of 
the return represents the risk level of those returns. In such time series 
analysis of return the heteroskedasticity constitutes a serious handicap. 
In risky periods, the expected value of the magnitude of error terms is 
high and during normal periods, it is not. Therefore, there is a degree 
of autocorrelation in the riskiness of returns. The goal of ARCH and 
GARCH is to provide a volatility measure in order to facilitate financial 
decisions. 

Assuming that rt is the return on an asset (or portfolio). The mean 
value m and the variance h are defined relative to a past data set. 
Therefore, the current return r is equal to the mean value of r plus the 
standard deviation of r times the error term for the present period. 
Forecasting the mean and variance based on past data is only possible 
through ARCH model. The equal weights hypothesis together with the 
zero weights for observations exceeding one month are implausible 
because recent events will highly affect the expectation of the variance. 
The ARCH model as suggested by Engle [1] solved the problem 
by estimating the parameters corresponding to the best weights in 
forecasting the variance. The GARCH, introduced by Bollerslev [2], 
defined a practical generalization of the ARCH; it allocates declining 
weights for past squared residuals which never reach zero. Accordingly, 

the variance predictor for the next period is a weighted average of the 
long run average variance, of the predicted variance for the current 
period, and the new information of the period which is the recent 
squared residual. As defined by Engle [3], when ht is the variance of 
the residuals of a regression rt=m+√ htt, the variance of t is one. The 
GARCH for variance is then: 

ht+1=ω+α(rt-mt)
2+ ßht=ω+αhtt2+ ßht

The constants ω, α and ß are estimated and the previous forecast h 
and residuals are known. The weights are 1-α–ß, ß, α, and the long run 
average variance is √ (ω/(1-α–ß) provided α+ß<1 and ω>0, α>0, and 
ß>0. This model is called GARCH (1,1)2 . 

The estimation of GARCH equation is simple and straightforward 
when software like SAS, RATS, Matlab and many others use the 
Maximum Likelihood based on the variable rt by substituting ht for 
the σ2. In order to check whether the true variance differs from the 
one specified by the analyst, a simple test can be done by constructing 
the sets of {t}and measuring their mean and variance supposed to be 
constant. Ljung Box Test3  [4] for autocorrelation in the squares is able 
to detect the model significance accuracy. 
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1The basic version of the least squares model assumes that the expected value of 
all error terms when squared is the same at any given point.  
2The first number refers to how many autoregressive lags appear in the equation, 
while the second number refers to how many moving average lags are specified 
(number of GARCH terms). 
3This test is used with 15 lagged autocorrelations.
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