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Introduction
The number of chemicals synthesized every year is increasing 

exponentially [1,2]. Many of these compounds are toxic to humans or 
have a negative effect on the environment [2]. Only after the chemicals 
are introduced into the environment the toxic effects on humans and 
the environment are discovered. This occurs primarily because of poorly 
efficient risk assessment processes and limited information on hazard 
properties of chemicals. Experimental toxicological approaches can be 
used to assess the toxicity of new chemicals; however these approaches 
can be quiet expensive and very time consuming [3]. Consequently, 
there is a great need to develop computational and statistical models to 
predict the toxicity of chemicals post-production. The need to predict 
the toxicity of chemicals post-production has driven the development 
of new regulatory dispositions that were introduced in the European 
Community on June 1, 2007, with the chemical management system 
REACH (Registration, Evaluation, Authorization, and Restriction 
of Chemicals) [4,5]. The objective of REACH is to characterize the 
toxicological properties of a large group of substances, manufactured 
or important quantities in excess of 1 ton per year. This regulation 
attempts to increase the production of useful data for better decision 
making in regards to human health and the environment. These 
regulations have been set forth requiring the chemicals to be carefully 
tested before entering the market, and forced the development of 
robust QSAR (Quantitative Structure Activity Relationships) models or 
computational toxicity screening approaches to aid in the assessment of 
potentially toxic chemicals. Regulatory agencies such as the European 
Union and the U.S. Environmental Protection Agency (US EPA) have 
used QSAR models to predict ecologic effects and the environmental 
fate of chemicals [6].

QSAR models for toxicity risk assessment offer a mathematical 
relationship between structural or descriptive features of a set of 
chemicals and the toxicity associated with them. In order to obtain the 
toxicity associated with a set of chemicals, for example a set of organic 
chemicals, one can investigate the acute toxicity 96 hour or 48 hour 

median lethal concentration (LC50) or median effective concentration 
(EC50) values for various aquatic species such as the fathead minnow, 
Japanese Medaka and Daphnia magna [7,8]. These values can then 
be incorporated into a QSAR model as the chemical activity or 
biological activity. Many traditional QSAR methods, which use these 
values, have been developed for acute aquatic toxicity over the years. 
Studies which use traditional linear QSAR methods such as ordinary 
regression, principle component regression, and partial least squares 
regression assume that structurally similar chemical class act through 
the same mode of action. However, Russom et al. illustrated that 
chemical of the same class may act through different modes of action 
[9]. Furthermore, classical linear QSAR methods have been shown to 
have problems associated with overfitting and are not able to handle 
nonlinear relationships [10-12]. QSAR methods have evolved over 
time to include Modes of Action [13,14]. For example, Verhaar et al. 
developed a QSAR model based on the mode of action (MOA) in which 
they classified a large number of organic pollutants into four classes: 
narcosis, polar-narcosis, reactive chemicals and specific mechanism 
of action [15,16]. The advantage of this type of model is that it allows 
one to make high quality predictions. Traditional QSAR models have 
recently been reconstructed to include more sophisticated theoretically 
based approaches and mathematical tools. More sophisticated QSAR 
approaches such as fragment-based two dimensional QSAR models 
and multiple field three-dimensional QSAR models have been recently 
developed [17,18]. These methods remarkably enhance the predictive 
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Abstract
A support vector classification wrapper feature elimination approach was used to find the most relevant pairs of 

molecular features that adequately and accurately can predict acute aquatic toxicity. These pairs were then used to 
derive chemical thresholds or boundaries between chemical properties for toxic and nontoxic organic chemicals that 
can be used as a “rule of thumb” to design less toxic chemicals. The most relevant pairs were determined to be: Lowest 
Unoccupied Molecular Orbital (LUMO) and Aqueous Solubility (QPlogS), Difference between the LUMO and HOMO 
(dE) and Octonal-Water Partition Coefficient (QPlogo.w), and Difference between the LUMO and HOMO (dE) and Van 
der Waals surface area of polar nitrogen and oxygen atoms (PSA). Projected hyper planes were constructed for each 
pair and the following thresholds were found: for Lowest Unoccupied Molecular Orbital (LUMO) and Aqueous Solubility 
(QPlogS) they roughly correspond to QPlogS>-1 and LUMO>1, and for Octonal-Water Partition Coefficient (QPlogo.w) 
vs. difference between the LUMO and HOMO (dE) they roughly correspond to QPlogo.w<1 and dE>9. This study shows 
how a statistical approach such as support vector machines can be applied to the rational design of chemicals with 
reduced toxicity.
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power of QSAR models and additionally provide one with more 
molecular structural information than conventional or traditional 
QSAR. However, since the MOAs cannot be correctly defined “a 
priori” most of these QSAR methods still tend to under or overestimate 
toxicity [19,20]. The overall goal of QSAR is to predict the biological 
activity or chemical activity of untested compounds for which the mode 
of action is uncertain. Nonlinear machine learning techniques such as 
support vector machines (SVM) and neural networks are modeling 
approaches that can be applied to toxicity that meets this requirement. 
For example, SVM methods have been used to predict the mechanism 
of toxic action for the fathead minnow [21,22].

Early QSAR models for acute aquatic toxicity were based mainly 
on the logarithm of the octonal-water coefficient [23-27]. In a more 
recent study done by Papa et al, they compared the predictability of 
chemicals classified according to their MOA for different molecular 
descriptors using multiple linear regression and a genetic algorithm-
variable subset selection procedure for the acute aquatic toxicity 
of organic chemicals for the fathead minnow [28]. More advanced 
nonlinear and machine learning approaches such as neural networks 
and support vector machines (SVM) methods haven been used to 
predict the toxicity of organic compounds to the fathead minnow. In all 
these studies predictions were made for the acute aquatic toxicity of the 
fathead minnow, however these approaches do not attempt to define 
cut off/threshold values of chemical properties, which in turn can be 
used as design guidelines for designing safer or less toxic chemicals [29-
31]. Only recent work done by Voutchkova et al. showed that organic 
chemicals with large differences in the Lowest Unoccupied Molecular 
Orbital (LUMO) and Highest Occupied Molecular Orbital energy and 
low octonal-water partition coefficients are likely to have low acute 
aquatic toxicity [32].

In this study we used a support vector classification Wrapper 
Feature Elimination approach to find the most relevant pairs of 
molecular features that adequately and accurately can predict acute 
aquatic toxicity. Furthermore, we used these pairs of features to derive 
chemical thresholds or boundaries between chemical properties for 
toxic and nontoxic organic chemicals that can be used as a “rule of 
thumb” to design less toxic chemicals. These thresholds or rules can 
also be used to screen toxic chemicals prior to their introduction into 
the environment. This study specifically shows how support vector 
classification can be used to derive threshold values for chemical 
properties, which in turn can tell someone whether a chemical will be 
toxic or non-toxic based on these values.

Only recently few studies have been concerned with the rational 
design of chemicals with reduced toxicity [32,33]. Very few QSAR or 
statistical approaches for that matter have been concerned with the 
rational design of chemicals with reduced toxicity. This paper shows 
how a statistical approach or QSAR approach such as support vector 
machines can be applied to the rational design of chemicals with 
reduced toxicity and how support vector machines using a Wrapper 
Feature Elimination approach can be used to reduce the dimensionality 
of a large data set (feature selection).

Methods
Data set and data preparation

The quality of the data to do any statistical analysis or toxicity 
prediction is as important as the methodology used. In this study three 
aquatic species where included in the analysis, the Fathead minnow 
(Pimephales promelas) Pseudokirchneriella subcapitata (green algae), 

Oryzias latipes (Japanese Medaka fish) and Daphnia magna (freshwater 
flea). The Fathead minnow data was taken from the U.S.-E.P.A. Duluth 
Fathead Minnow database which is considered to be a reliable source 
for quality toxicity measurments [34,35]. Medial lethal concentration 
values (LC50) 96 hour flow through acute toxicity assays were obtained 
from this database for 617 compounds. Only 570 compounds were 
used for analysis, since 37 did not have LC50 values while for 10 
compounds we could not obtain their physicochemical properties. 
Furthermore, since these measurements are considered to be the “gold 
standard” for toxicity measurement, this data was used as the training 
set throughout this study, while the other data sets were used as test 
sets. Another reliable source of toxicity measurements is the Japanese 
Ministry of Environment which contain toxicity measurements for 948 
compounds [36].  285 compounds were for the Japanese Medaka (LC50 
96 hour toxicity assays), while 363 compounds were for Daphnia magna 
(EC50 48 hour toxicity assays) and 300 were for Pseudokirchneriella 
subcapitata (EC50 72 hour toxicity assays). There were a total of 1218 
acute toxicity data points, however only 570 compounds from the 
fathead minnow dataset where used for the training set while 231 
unique chemicals for the Japanese Medaka, 288 unique chemicals for 
the Daphnia magna and 247 unique chemicals for Pseudokirchneriella 
subcapitata not include in the fathead minnow dataset were used as 
validation datasets. The multiple values that existed for some of the 
same compounds and species were converted to a single LC50 or EC50 
value by a simple geometric mean.

Validation of model

The robustness and validity of a machine learning technique such 
as support vector machines is very important. Many methods are 
used to validate the accuracy of a classification model, such as sub-
sampling test or n-fold cross-validation (n=5, 10, 15), jackknife test, 
bootstrapping and independent dataset test [37]. Among these choices 
the jackknife test is considered the most objective and rigorous cross-
validation approach to test the accuracy of a classification model [38-
40]. However, the jackknife test is computationally expensive and rather 
we adopted a 5 fold cross validation method. In this study 5 fold cross-
validation was used in feature selection, the optimization of model 
parameters and to determine the hyper planes obtained from support 
vector classification. The data was first partitioned into 5 equally or 
nearly equal sets and for each iteration four subsets were chosen as the 
training set while the fifth set was the test set. Five iterations are run 
so that every subset is selected as a test set once. In machine learning 
techniques such as support vector machines the choice of parameters 
such as the regularization parameter C and the  parameter for the 
various kernels are very important and need to be optimized properly 
since the wrong parameters can lead to over fitting. These parameters 
are explained later in the machine learning section. In this study 
5-fold cross validation was used to optimize these parameters for the 
feature selection process and optimization of the hyper plane. External 
validation and a different machine learning technique were used to 
validate the model. External validation was done by considering the 
unique organic compounds obtained from the Japanese Medaka, 
daphnia magna and Pseudokirchneriella subcapitata as validation sets 
for our support vector classification model. Furthermore, a decision 
tree with 5-fold cross validation was run for all are pairs of selected 
features from the fathead minnow data set. The accuracies both for 
the positive (+1) and negative (-1) classes where considered with this 
decision tree model.

Molecular descriptor calculations

The physical and chemical properties used in this study were 
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previously calculated by Voutchkova et al. [32] Multistructure 
2-dimensional SD (chemical table) files for the neutral organic 
compounds were converted to 3-dimensional structures by using the 
molecular coordinate convertor program babel [41]. The descriptors 
were then calculated by the Schrodinger program Qikprop version 3 a 
well-established and validated program used in drug discovery [42,43]. 
A total of 36 physical and chemical properties were calculated which 
include such descriptors as the number of hydrogen bond acceptors, 
hydrogen bond donors, number of amide, and amine groups as well as 
various partition coefficients (e.g. octanol/water, octanol/air octanol/
gas etc.) and other properties such as globularity, molecular volume 
and solvent accessible surface area. The Qikprop program also provides 
descriptors relating to the molecules electronic structure based on 
the PM3 semi-empirical quantum chemistry approach. However, 
semi-empirical AM1 calculations for the frontier molecular orbitals 
i.e. highest occupied molecular orbital HOMO and lowest occupied 
molecular orbital LUMO using Gaussian 03 were carried out for each 
molecule by Voutchkova et al. [32]. In this previous study B3LYP 
density functional theory using the 6-31+G(d,p) basis set was used 
to calculate the HOMO and LUMO of a randomly selected set of 50 
molecules. It was determined that the HOMO and LUMO values from 
DFT and AM1 compared well, with the exception of some compounds 
featuring acidic functional groups [31].

Classification scheme of toxicity

The EPA divides chemicals into four categories of concern for 
acute aquatic toxicity based on their LC50 and EC50 values [44]. The 
categorization of acute toxicity levels of concern are High, Moderate, 
Low and none. The LC50 value ranges for these different categories are 
show in Table 1 along with the number of chemicals that fall within 
each category for the fathead minnow.

Based on these categories the chemicals were separated into two 
classes of toxic and nontoxic chemicals. Chemicals were considered 
toxic if their LC50/EC50 values were less that 100 mg L-1 while nontoxic 
compounds had LC50/EC50 values either equal to this value or above 
this value. In this study we only considered a simple binary classification 
scheme rather than a more complicated multi-classification scheme.

Machine learning approach

Feature selection was accomplished by a pair-wise SVM Wrapper 
Elimination method. The procedure is explained in the next section. 
Support vector classification was used to generate the final hyper 
planes shown in the results section. In both cases the LIBSVM package 
implementation in R for support vector machines (SVM) developed 
by Chang and Lin was used [45]. There are many books explaining 
the theory and implementation involved in support vector machines, 
thus we will only briefly explain the C-classification support vector 
approach implemented in the LIBSVM package in R [45-49].

In order to validate our model a decisions tree was used. The rpart 
package implementation in R for decision trees developed by Therneau 
and Atkinson was used. Since there are numerous books explaining 
the theory and implementation involved in CART (Classification and 
Regression Trees) and was only implement for the validation of our 
model, therefore we will not explain it here [50-52].

Given a training set of (xi,yi), with xi being the input vectors or 
d-descriptors and yi the class labels, the optimization problem in the 
dual form of C-classification can be written as:

T T

i
T

1min   Q e
2

0 C, i 1, , l,

y 0,

∝ α α − α

≤ α ≤ = …

α =

   		        		                 (1)

Where α are Lagrange multipliers, e is a vector of all ones, C is 
the regularization parameter, Q is an l by l positive semidefinite 
matrix, Qij=yiyjk(xi,xj) and k(xi,xj) is the kernel function, while C is the 
regularization parameter. Essentially C defines the trade-off between a 
large margin and misclassification error. The most widely used Kernel 
functions and the ones included in the LIBSVM program are the 
following:

( )
( ) ( )

( )

T
i j i j

dT
i j i j

2
i j i j

 linear : k x ,x x x

 polynomial :  k x ,x x x 1

 radial basis :  k x ,x exp x x

− =

− = +

 − = −γ − 
 

        	               (2)

The last two kernel functions preform a nonlinear mapping from 
the original data to some higher dimensional feature space. These two 
kernels are used to handle nonlinear or more complex relationships. 
The parameters C, d, and γ that appear in eqns. (1) and (2) are user-
defined parameters, which need to be optimized prior to defining the 
optimal hyper plane for a data set. d and γ are kernel parameter and 
ultimately controls the curvature of the hyper plane. In other words, 
these parameters control the nonlinearity of the hyper plane. These 
parameters along with the C parameter control the complexity of the 
hyper plane and improper optimization of these parameters can lead to 
over fitting or under fitting. Support vector classification approaches 
rely on the maximum margin principle and try to determine a 
separating hyper plane with maximal distance between the two classes. 
In this approach most of the Lagrange multipliers are zero, the points 
or support vectors, which contribute to the hyper plane have nonzero 
values. For simple linear separable data, the support vectors are close 
to the hyper plane, which for two features is a line and are within a 
certain distance from that line. The hyper plane obtained from solving 
the optimization problem in eqn. (1) is the following:

( )
n

i i j
i 1

f x k(x ,x ) b
=

= α +∑           			                  (3)

Where the sum runs over support vectors while (xi,xj) is a set 
of example data point and b is the bias. Consequently, for binary 
classification the class a point belongs to only depends on the sign of 
eqn. (3) while zero corresponds to a point on the hyper plane.

When applying support vector classification to any set of data 
the regularization constant C and kernel parameters (d and γ) have 
to be optimized prior to support vector classification. The easiest, 
however most computational expeNnive approach is to search a grid 
of parameters to find the optimal parameters that minimize the error 
of misclassification. In this work a grid search was used to find the 

Category EPA concern 
Level

Ranges of LC50/
EC50 (mg L-1) 
values

Number of 
compounds

Fathead minnow 
(96-h)

1 High 0-1 72
2 Moderate 1-100 333
3 Low 100-500 92
4 None 500> 73

Total 570

Table 1: EPA categorization of acute toxicity showing levels of concern, ranges for 
each category and number of chemicals from the fathead minnow dataset that fall 
into each category [44].
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optimal parameters in all cases [45,47]. The radial basis function kernel 
was used in the feature selection process and in the determination of 
the hyper plane. In selecting the parameters for the feature selection 
process and hyper plane a set of discrete values, which are factors of 
2 were chosen for the grid search. In this work an initial grid search 
was done to determine C the regularization constant for powers of 2 
ranging from 2-10 to 210, while for the  parameter in the radial basis 
function kernel we considered powers of 2 ranging from 2-10 to 210. 
These ranges of parameters provided the least amount of errors, best 
performance and resulted in a simple interpretable hyper plane.

Feature selection

Feature selection or minimizing the number of descriptors that 
define the physical properties associated with a toxic end point is very 
important in statistical analysis. Irrelevant descriptors are eliminated 
with the object to avoid over fitting, improve model performance 
and cost-effectiveness, and gain a deeper insight into the underlying 
process [53]. In this study a pair-wise SVM Wrapper Elimination 
method was used. The pair-wise SVM Wrapper Elimination method 
was used to find the best pair of descriptors from which we could 
determine the projected hyper plane and create a “rule of thumb” for 
acute aquatic toxicity. As previous show by Voutchkova et al. only two 
properties where used to design guidelines for acute aquatic toxicity 
[32]. In this paper we are interested in comparing their results with our 
results obtained by a more sophisticated machine learning approach. 
Furthermore, we wanted to show how a SVM Wrapper Feature 
Elimination approach can be applied to acute aquatic toxicity data and 
used in general for feature selection of data.

Initial preprocessing of the data was accomplished prior to the 
pair-wise SVM Wrapper Elimination methods. First any descriptors 
that had identical values for 80% of the features were removed. Also 
any descriptors that had a standard deviation less than 0.05 were 
eliminated. In both cases these were used to remove any descriptors 
that lack variability. The Pearson correlation coefficient was calculated 
for all the pairs of descriptors and one of any of the two descriptors 
was removed that had an absolute value of 0.95 or above. This was 
done to remove any redundant features that existed. A Pearson 
correlation coefficient, which is 0.95 or higher between two features, 
signifies that the two descriptors contain the same information. The 
descriptors number of atoms in 5- or 6-membered rings (in56), 
number of heavy atoms (nonhydrogen atoms, nonHatom), Highest 
Occupied Molecular Orbital (HOMO_AM1), electron affinity (EA.
AM1) were eliminated based on their person correlation coefficient 
with the following descriptors number of atoms in rings (ringatoms), 
predicted polarizability (QPpolrz), ionization energy (IA.MA1), and 
Lowest Unoccupied Molecular Orbital (LUMO_AM1) respectively, 
which were not eliminated. Furthermore, the descriptors QPlogBB 
predicted brain/blood partition coefficient and QPlogKp predicted skin 
permeability, since these quantities are related to drug mechanisms in 
human’s not aquatic life.

Support vector machine Wrapper Feature Elimination methods 
rank a subsets m features from a total of n features (m<n) based on their 
accuracy. This approach returns the best subset of features that gives 
the best overall accuracy and hence best prediction of the classifier. 
This method of evaluating the m features with an SVM is called an 
intensive “wrapper” feature selection approach which examines all 
combinations of r features or less and determines the combination 
that yields the best classification performance. Most Wrapper Feature 
Elimination methods try to explore all possible subsets of the feature, 
however we only considered pairs (r=2) since this was more tractable 

and showed to have good predictive power. Also we were interested in 
providing guidelines for toxic chemicals based on the projected hyper 
planes obtained by SVM, which can easily be viewed in 2D. The basic 
approach we took for a subset of m features is as follows:

Train a non-linear SVM (including Optimal Parameter grid 
search and 5-fold cross validation) for each individual feature with the 
classifier (-1 toxic and +1 non-toxic) and eliminate the features that 
under preform within a certain threshold (not highly correlated with 
classifier).

1.	 Train a non-linear SVM (including Optimal Parameter grid 
search and 5 fold cross validation) for all the possible subset of 
m features from n features (mCn possible combinations).

2.	 Keep the subset of m features that gives the best accuracy for 
both classes.

The above procedure was run 25 times with 5-fold cross-validation 
for m=2 (best combination of two features). The best performance 
of the models was determined based on the Matthews correlation 
coefficient MCC as such:

( )( )( )( )
TP*TN FP*FNMCC

TP FP TP FN TN FP TN FN
−

=
+ + + +

	               (4)

Where TP, TN, FP and FN are the number of true positives, true 
negatives, false positives and false negatives, respectively. These two 
machine learning qualities of a binary classification take into account 
true and false positives, and true and false negatives creating a well 
balanced overall measurement even if the model only has a strong 
accuracy for one class or the classes are unbalanced. This method of 
evaluating the m features with an SVM is similar to a so called intensive 
“wrapper” feature selection approach which examines all combinations 
of r features or less and determines the combination that yields the best 
classification performance. In this case the intensive combinatorial 
approach involves a subset of r=2 features. Previous to examining the 
subsets of r=2 an initial elimination of features with r=1 was used (step 
1 above), which eliminated any feature that had a Matthews correlation 
coefficient less that 0.15. This process helped initially eliminate any 
features that were not correlated with the classifier. Intensive “wrapper” 
feature selection approach has been shown to be a reliable method for 
feature selection [54]. For r=2 the most prevalent pairs of features were 
examined further and various hyper planes were examined, which 
can be used to describes the boundary between chemical properties 
for toxic and nontoxic chemicals and hence used as a rule to design 
less toxic chemicals. The explanation of how the hyper planes where 
determined is explained in the results and discussion.

Results and Discussion
The majority of QSAR models used to predict acute aquatic 

toxicity are based primarily on “a prior” classification of chemicals 
by their MOA. However, as mentioned in the introduction Machine 
learning approaches are independent of the mode of action [21,22]. 
Therefore, a mechanistic exploration of the data was not carried out 
and the molecules were not grouped by their mode of action. The only 
separation of the data that was accomplished was based on whether the 
chemicals were considered nontoxic or toxic by the criterion mentioned 
above. Furthermore, previous QSAR studies on acute aquatic toxicity 
were concerned with the prediction of toxicity and not concerned with 
the rational design of chemicals with reduced toxicity. The analysis 
that follows shows how support vector machines can be used to design 
chemicals with reduced acute aquatic toxicity.
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The first part of the feature selection process was to test the best two 
features or best pairs of features. The following Table 2 shows the top 
3 pairs of features that came out of this analysis, which had the overall 
best balance between their positive and negative rates.

The above descriptors are all related to a quantum mechanic 
property and solubility property. The quantum mechanical properties 
are: dE difference between the Lowest Unoccupied Molecular Orbital 
(LUMO) and Highest Occupied Molecular Orbital (HOMO) and 
LUMO_AM1 Lowest Unoccupied Molecular Orbital, while the 
solubility properties are: PSA Van der Waals surface area of polar 
nitrogen and oxygen atoms, QPlogS predicted aqueous solubility, and 
QPlogPo.w predicted octanol/water partition coefficient. In Figure 
1 box plots of each of the normalized features separated based on 
whether they are toxic or nontoxic is displayed.

As one can see all of the features except the PSA feature partition 
between toxic and nontoxic along the number line. The interquartile 
range for the QPlogPo.w and QPlogS are perfectly partitioned between 
toxic and nontoxic. Furthermore, in Figure 2 we can see a similar 
behavior when we examine the frequency distributions for the toxic 
and nontoxic chemicals for each feature.

Above support vector machines were then used to determine the 
cut-offs or hyper plane that segregates the toxic from the nontoxic for 
these two properties. Prior to obtaining the optimal hyper planes for 
each run a grid search for the best parameter for the radial basis kernel 
function and the regularization constant C were performed by 5 fold 
cross validation. Five-fold cross validation was also used to obtain the 
final hyper plane with the optimized model parameters. In Figure 3 the 
optimal projected hyper planes for each of the pairs is shown.

As one can see nontoxic chemicals (class +1) have high aqueous 
solubility QPlogS or low octonal-water partition coefficient and high 
LUMO energies or large energy gaps between the LUMO and HOMO. 
The projected hyper plane for the PSA Van der Waals surface area of 
polar nitrogen and oxygen atoms pair does not have a clear separating 
projected hyper plane. One can see that the clustered nontoxic regions 
are in areas where dE is large and PSA is small. This pair of features 
does not provide us with a clear separating projected hyper plane to 
rationally design chemicals with reduced toxicity. From these graphs 
we can also obtain rough cutoff values for the features that give us 
nontoxic chemicals. For the lowest unoccupied molecular orbital 
(LUMO) vs. aqueous solubility (QPlogS) these cut-off values roughly 
correspond to QPlogS>-1 and LUMO>1, while for Octonal-Water 
Partition Coefficient (QPlogo.w) vs. difference between the LUMO 
and HOMO (dE) they roughly correspond to QPlogo.w<1 and dE>9 
(Figure 4).

The prevalence of these properties can also be rationalized 
mechanistically. How these properties are relevant to acute toxicity 
has been described previously [32,55-61]. As mentioned in the 
introduction many of the initial classical QSAR models for acute aquatic 
toxicity were based on octonal-water coefficient. They can be easily 
rationalized since the value of a compounds octonal-water coefficient 
provides information on a chemicals ability to enter cells through lipid 
membranes. In turn the octonal-water coefficient of a compound can 
be related to the ability of a chemical to enter a fish through their gills 
[60]. A compounds octonal-water coefficient can also be related to how 
bioavailable the compounds will be to fish, since a low octonal-water 
coefficient means the compounds are more water-soluble and thus 
less bioavailable to fish compared to more lipid-soluble compounds 
with high octonal-water coefficient. This same rationalization also 

Figure 1: Box plots for the individual features obtained from the best pairs of features separated by whether they are toxic or nontoxic. 

Acc. Positive Samples Acc. Negative Samples MCC Descriptor 1 Descriptor 2
0.97017 0.96988 0.99505 PSA dE
0.70609 0.71687 0.95050 QPlogS LUMO_AM1
0.60772 0.61446 0.94059 QPlogPo.w dE

Table 2: Matthews Correlation Coefficient (MCC), the accuracies of the negative and positive samples for the three most relevant pairs of features from the fathead minnow 
data set.
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applies to molecules having low aqueous solubilities. The surface area 
of polar nitrogen and polar oxygen (PSA) has been shown is a simple 
measure of hydrogen-bonding capacity and related to the energy 
involved in the membrane transport of a compound [62]. The energy 
involved in membrane transportation can be physically explained by 
the fact that polar groups are involved in desolation when they move 
from an aqueous environment to more lipophilic environment. Thus, 
a molecule with a small PSA will be more lipid-soluble and hence 
more bioavailable to fish. However, in the hyper plane above for the dE 
vs. PSA the nontoxic chemicals are clustered together for small PSA. 
Mechanistically this does not make sense, but as mentioned above there 
is not a clear separating plane for these two pairs of features and there 
is some clustering of the nontoxic chemicals for large PSA. For this 

pair of features the large differences between the LUMO and HOMO 
account for a chemicals non toxicity while the PSA can either be small 
or large. Furthermore, previous studies have shown that compounds 
with high octonal-water coefficient are more bioaccumulative 
[57,58]. The aqueous solubility and the polarity of molecule can be 
mechanistically related to how bioavailable the compounds will be to 
fish since molecules with high aqueous solubilities and high polarity 
will be more bioavailable to fish compared to compounds with smaller 
aqueous solubilities and small polarity. The dE on the other hand can 
be related mechanistically to acute aquatic toxicity by reactivity at site 
of action. A large HOMO-LUMO gap or difference in energy between 
the HOMO and LUMO implies high stability for a compound in the 
sense that its reactivity in chemical reactions is low. The reactivity at 

Figure 2: Frequency distributions for the individual features obtained from the best pairs of features separated by whether they are toxic or nontoxic.
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the site of action has been associated with frontier orbitals energies and 
in particular with the lowest unoccupied molecular orbital (LUMO) 
and the difference between the LUMO and HOMO previously [60]. 

Therefore, it is not surprising that once again the emerge as the 
dominant statistical descriptors for acute aquatic toxicity.

In order to further demonstrate that these are the best pairs of 
features to consider for acute aquatic toxicity we use a decision tree to 
see if we obtained comparable accuracies. The results of this analysis 
are show in Table 3.

As one can see the results of the design tree analysis are in some 
cases slightly less accurate than the support vector results. However, the 
results are comparable to the support vector results. The decision trees 
that were created for each pair is shown in Figure 2.

As one can see the decision tree for the pairs QPlogS/LUMO and 
QPlogPo.w/dE are much simpler as compared to the PSA/dE pair. This 
further shows that although the pair PSA/dE is the most accurate for the 
SVM model, it yields a fairly complicated decision tree and projected 

a) b)

c)

Figure 3: Hyper planes for the top three pairs of features for a) Lowest Unoccupied Molecular Orbital (LUMO) and Aqueous Solubility (QPlogS) b) Difference between 
the LUMO and HOMO (dE) and Octonal-Water Partition Coefficient (QPlogo.w) c) Difference between the LUMO and HOMO (dE) and Van der Waals surface area of 
polar nitrogen and oxygen atoms (PSA). The green regions correspond to toxic chemicals while white regions correspond to nontoxic chemicals. The original fathead 
minnow data points corresponding to toxic chemicals (black points) and non-toxic chemicals (red points) are also displayed in the graph above.
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hyper plane and cannot be used to rationally design chemicals with 
reduced toxicity.

Golbraikh and Tropsha have established that the only way to 
truly know that your model is reliable is through external validation 

[63]. In external validation, the data set used for validation should 
not be used in the training part of the model. Therefore, in this study 
organic compounds that were not included in the fathead minnow 
data set that only existed in the Japanese Medaka, Daphnia magna and 

Figure 4: Constructed decision trees for the best pairs of features a) PSA and dE b) QPlogS and LUMO c) QPlogPo.w and dE.
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Pseudokirchneriella subcapitata datasets were used as validation sets. 
Another requirement for a good external validation set is determining 
whether the validation data set is in the applicability domain of the 
model. The applicability domain for a QSAR study refers to the scope 
of the model and whether it is appropriate to make predictions for a 
given query of chemicals. A modeling method cannot be expected 
to yield reliable results for chemical structures significantly different 
from the training compounds. Applicability domains can be based on 
the training set coverage in the models descriptor space, mechanisms 
and structural features just to mention a few. Interpolation rather than 
extrapolation within these domain or conditions should be used to make 
predictions [64]. Applicability domain based on training set coverage 
in the models descriptor space assessing whether the validation set or 
test set of chemicals fall in the relative space covered by the models 
training set feature space. Mathematically this range based approach 
estimates interpolation regions in a multivariate space. However, in 
this study we only consider two properties and therefore do not have 
to concern ourselves with a complex multivariate space. Furthermore, 
the validation data sets used in this paper are within the applicability 
domain, since they correspond to other organic compounds and 
the corresponding features of the compounds fall with the training 
set feature space. The overall performance of the different external 
validation data sets for the three different species and three different 
pairs of descriptors obtained from the hyper planes that appears in 
Figure 1 is shown in Table 4.

From the table above we can see that the hyper plane or curve 
predicted from the fathead minnow data sets suitably predictions the 
acute aquatic toxicity of the three species. However, the predictions 
obtained for the acute aquatic toxicity of the Oryzias latipes (Japanese 
Medaka) and Daphnia magna are fairly bad in regards to the MCC and 
accuracy of the positive examples if we considered all of the data. This 
is primarily due to the fact that the number of nontoxic chemicals that 
exist in this dataset was very small. Only 6 for the Japanese Medaka 
and 28 for the Daphnia magna compounds are considered nontoxic 
from a total of 270 and 315, respectively. Therefore, we considered the 
6 nontoxic chemicals for the Japanese Medaka and randomly chose 
71 other toxic chemicals, while for Daphnia magna we considered the 
28 nontoxic chemicals and randomly chose 73 toxic chemicals for the 
analysis above. The randomly choosing of toxic chemicals was done 30 
times and the average values are reported in the table above. The results 

Acc. Positive Samples Acc. Negative Samples MCC Descriptor 1 Descriptor 2
0.63855 0.92327 0.59736 PSA dE
0.70482 0.87129 0.57310 QPlogS LUMO_AM1
0.65663 0.93812 0.63721 QPlogPo.w dE

Table 3: Matthews Correlation Coefficient (MCC), the accuracies of the negative and positive samples for the three most relevant pairs of features from the fathead minnow 
data set using a decision tree.

Species MCC Acc. Negative samples Acc. Positive samples
Pseudokirchneriella subcapitata 0.77502 0.991372 0.71429 PSA dE

Daphnia magna 0.54006 0.95507 0.52976 PSA dE
Oryzias latipes (Japanese Medaka) 0.35388 0.99953 0.35000 PSA dE

Pseudokirchneriella subcapitata 0.80043 0.98792 0.78571 QPlogS LUMO_AM1
Daphnia magna 0.68970 0.97853 0.63690 QPlogS LUMO_AM1

Oryzias latipes (Japanese Medaka) 0.85771 0.99624 0.81667 QPlogS LUMO_AM1
Pseudokirchneriella subcapitata 0.79491 0.99137 0.74490 QPlogPo.w dE

Daphnia magna 0.68594 0.91808 0.76190 QPlogPo.w dE
Oryzias latipes (Japanese Medaka) 0.58518 0.99857 0.566666 QPlogPo.w dE

Table 4: Matthews Correlation Coefficient (MCC), the accuracies of the negative and positive samples for the three different aquatic species and three different pairs of 
features used to predict the hyper planes (Figure 1) obtained from the fathead minnow data set.

for these created validation set show that the above analysis for the 
fathead minnow provides suitable predicts for the acute aquatic toxicity 
of the Daphnia magna and Pseudokirchneriella subcapitata. However, 
the predictions obtained for the acute aquatic toxicity of the Oryzias 
latipes (Japanese Medaka) are not as good as the results for the other 
species even with randomly choosing toxic chemicals to consider in the 
analysis. This is due to the fact that the number of nontoxic chemicals 
that exist in this dataset is only 6. Therefore, such measurements as the 
MCC and accuracy of the positive examples will not compare as well 
with the other species.

Conclusion
In this paper a support vector machine pairwise recursive feature 

extraction (RFE) method along with some initial preprocessing of the 
data was used to determine the two most relevant features for acute 
aquatic toxicity. The three most relevant pairs of features and optimal 
model parameters for this toxic end point were obtained based on 
5-fold cross validation. A support vector classification model was then 
developed with these pairs of properties to determine the optimal 
dividing curves or projected hyper planes, which separates the toxic 
from the nontoxic. Validation of our model was done both by external 
validation and a decision tree model. The U.S.-E.P.A. Duluth Fathead 
Minnow database was used as the training set while a set of unique 
compounds not present in the fathead minnow dataset for the Japanese 
Medaka, Daphnia magna and Pseudokirchneriella subcapitata obtained 
from the Japanese ministry were used as a validation data set. This 
more sophisticated approach of using a machine learning technique 
to derive properties guidelines for designing safer chemicals yielded 
results similar to those obtained by Voutchkova et al. for acute aquatic 
toxicity. Chemicals of little concern (nontoxic chemicals) in regards to 
acute aquatic toxicity obtained from this model for the fathead minnow 
data set were determined to be for compounds with aqueous solubility 
QPlogS>-1 and lowest unoccupied molecular orbital LUMO>1, or 
Octonal-Water Partition Coefficient QPlogo.w<1 and difference 
between the LUMO and HOMO dE>9. These limits obtained from the 
fathead minnow data set are reasonably guidelines for other aquatic 
species, which is exemplified by the high performance accuracies that 
where obtained for the validation sets that, included three different 
aquatic species. This paper shows how effectively machine learning 
techniques, specifically support vector machines can be used to derive 
design guidelines for chemicals with reduced acute aquatic toxicity. In 



Citation: Husowitz B, Sanchez-Arias R (2017) A Machine Learning Approach to Designing Guidelines for Acute Aquatic Toxicity. J Biom Biostat 8: 
385. doi: 10.4172/2155-6180.1000385

Page 10 of 11

Volume 8 • Issue 6 • 1000385J Biom Biostat, an open access journal
ISSN: 2155-6180

future work we hope to apply this approach to other toxic endpoints 
and classes of chemicals along with a hyper plane for three features to 
obtain limits in 3D.
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