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Abstract
Any sort of business association or individual association single word is exceptionally normal that is data. Contingent upon the data and its 
correspondence medium guarantee the successful of business. Nevertheless, it is absolutely necessary to comprehend AI-enabled social 
engineering (SE) attacks and its security risk management strategy. Information is exchanged between nations for a variety of reasons under such 
circumstances. In that case, any organization should think about a social engineering attack that uses artificial intelligence. These kinds of attacks 
can disrupt any kind of business venture and prevent the operation of the business while allowing the company to concentrate on its core activities. 
In the field of information security, one type of criminal activity is social engineering. It has been demonstrated to be a highly effective method for a 
criminal to gain access to an organization. After obtaining an employee's password through social engineering, the sensitive data were spied on. 
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Introduction 

However, any organization ought to be aware of the potential dangers 
posed by social engineering attacks, which are an inherent risk. This allowed 
for quick identification and resolution. As a result, the purpose of this article is 
to explain how social engineering attacks on various organizations were made 
possible by using exploratory factor analysis (EFA) in artificial intelligence. 
This, as a result, provides information regarding the most pertinent information 
security risk factor. 110 of the 300 questionnaires distributed for the study in 
the education sector were returned for this article. This indicates that 36% of 
people responded. In that case, the findings of the article demonstrate that 
artificial intelligence's threat and vulnerability factors enabled social engineering 
attacks. Therefore, these two aspects pose the greatest information security 
risk to any organization. Information Security Social engineering is one of 
the most fundamental types of attacks. Start the attack once the malicious 
individual has access to the intended victim's information. The survey 
found that 88% of people who clicked on links in emails reported phishing. 
Whereas financial institutions are the target of the majority of phishing attacks. 
Estimating the amount of email sent each day is actually difficult. However, it 
is said that 90% of email contains viruses or spam. Contrary to popular belief, 
social engineering is a form of art that involves persuading people to divulge 
private information. The help desk officer, technical support executive, system 
administrator, and other positions were the most frequent targets of social 
engineering attacks [1,2].

Description

A malicious person relies on people's lack of awareness of these values 
or their carelessness with information security. The significant impact that the 

attacks have on any organization. This is a financial loss because the company 
or business venture will lose customer trust. As a result of these attacks, the 
business wants to make a lot of money. It is the meaning of either going to 
court or closing the business. Attacks using social engineering ultimately result 
in the disclosure of any kind of personal information. As a result, maintaining 
the security of information or information assets is essential to the continued 
existence of many organizations. Vulnerability and threat are the most 
significant risk factors for the social engineering attacks that are enabled by 
artificial intelligence. As a result, the company ought to be aware of this risk 
factor. When the machine will learn social network behavior, according to the 
literature review. The artificial hacker will perform at a higher level than the 
average human. The rate at which an artificial hacker distributes phishing 
messages will be higher than that of a human hacker. Using a rate of 7.75 
messages per minute, one of the artificial intelligences, sent phishing emails to 
890 recipients. However, such a quantity cannot be spread for normal use. If 
such a sum is distributed by the AI. There is actually no issue at all if the AI is 
put to good use by humans [3-5].

However, the issue arises when a malicious individual instructs the AI to 
gain access to another system without permission. Though friendly designing 
is a discipline in sociology. This is the widespread influence of government, 
the media, or private groups on public sentiment and social behavior. This 
indicates that social and social engineering terms were initially utilized in social 
science. Where influential individuals attempted to improperly or improperly 
motivate others. How this term "social engineering" is used in the world of 
information security is unknown. There are two distinct types of cybercrime. 
There are two kinds of crimes: white-colored and black-colored. It is expected 
that criminals of mind will engage in criminal activity when it comes to black-
colored crime. In the case of white-color crime, however, there are intriguing 
details to be found here. Actually, people of their kind commit crimes, though 
they may not always possess the necessary skills for information security 
crimes. It is obvious that computer criminals are not typical computer users—in 
essence, they are extremely knowledgeable computer users [6-9].

Social engineering now results in the similarity. We are aware that the 
term "social engineering" is used in social science to refer to a highly influential 
individual. The same may be true in the information security industry. Here, 
the term "social engineering" refers to people who are technologically very 
advanced and have a lot of power. They are attempting to destroy or steal 
something from a company or organization using this evil power. As a result, 
both information growth and communication should be controlled and managed 
by the organization. In order to reduce financial losses, they should manage 
the rapid growth of information security, particularly in the banking sector. As a 
result, it clearly demonstrates the significance of analyzing the risk factor [10].
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Conclusion

This paper demonstrates the social engineering-based risk factor using 
artificial intelligence. That information, as previously stated, is priceless. So, 
security threats like phishing, spam, intrusion, worms, employee sabotage, 
and data or information theft for financial gain. It is obvious that the AI was 
created by malicious individuals solely for financial gain. In point of fact, the 
malicious individual has no interest in the data of normal people. According to 
a survey conducted by the Federal Bureau of Investigation (FBI) in 2018, 5066 
organizations discovered that computer-related crimes like PC theft, viruses, 
and spyware are on the rise and would cost U.S. businesses a staggering 
US 76.5 billion annually (news.cnet.com, 2018). It is obvious that comparable 
wrongdoing might occur in emerging nations and other under non-industrial 
nations
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