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Abstract
A dynamic operational model for improving operational resilience of wireless net-works using dynamic routing 

against jamming attacks is presented. The model highlights the consideration of the time dimension, a determining 
factor of infrastructure resilience. The operation of a wireless network is optimised so as to minimise the additional 
operational cost, or more generally resilience loss, when the network is subjected to a coordinated jamming attack. The 
model first minimises the total amount of blocked data traffic using dynamic routing, i.e. routing the traffic c depending 
on the signal to noise ratios at the wireless access points. Assuming the operator is able to discern and sound out 
jamming signals, the jammers are located and neutralised by search teams prioritizing jammers that have the highest 
potential impact on the resilience loss. The searches for the jammers have finite time durations, which are captured in 
the model. The cost per unit of time is presented as a function of time for a hypothetical Wireless Local Area Network 
(WLAN) attacked at two locations by jammers.
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Introduction
Resilience engineering has in recent years been a highly discussed topic 
[1,2] largely due to the following reasons: (1) modern society is becoming 
increasingly dependent on various infrastructures; e.g. electric power, 
transportation, telecommunications, (2) infrastructures are becoming 
more interdependent and (3) with the vast technological advancements, 
infrastructures are more complex and can be more vulnerable to a 
broader variety of hazards. The increased concern of intentional attacks 
on critical infrastructure has urged the development of operational 
models to protect infrastructure systems [3]. At the same time, it 
has become apparent that modern societal infrastructure is heavily 
dependent on electrical and electronic components and systems, e.g. 
the electric power grid, wireless and cellular networks, and even water 
distribution networks [4]. The advancing connected transportation 
system of the near future with more and more autonomous vehicles 
will provide another such infrastructure. Models for analysing the 
vulnerability of electric power grids and other electromagnetically 
susceptible infrastructures are seen in literature [5-7]. More recently, 
attention has been drawn to the particular hazard of intentional 
electromagnetic interference (IEMI) [8,9] and on cost-effectively 
managing risks that can be caused by electromagnetic interference [10]. 
IEMI generally includes low-level interference, High Power Microwaves 
(HPM), High Altitude Electromagnetic Pulse (HEMP) and other kinds 
of High Power Electromagnetic (HPEM) environments such as current 
injection (IEC 2003). IEMI is most commonly comprised of low-level 
interference, which includes jamming (or front-door interference) 
where energy is coupled through antennas distorting the received 
signal, and so called back-door interference [11], i.e. interference 
in electronic circuits caused by coupling of electromagnetic energy 
to cables and leads. In more extreme cases permanent damage of 
receivers and electronic equipment can also be achieved. Typically, 
permanent damage is caused by junction burnouts in semiconductors 
[12], resulting from insufficient heat dissipation upon an instantaneous 
high surge of current across the junction. Permanent damage however, 
is more difficult to accomplish than interference, typically requiring 

much higher power and energy levels demanding a greater level of 
skill, resources and precision (e.g. access to military HPM weapons or 
even a (HEMP). Mainly due to the low requirement on power levels, 
we consider jamming, i.e. interference with radio (and radar) receivers 
at their operating frequency, to be the most likely form of IEMI in 
the context of disturbing the transmission of wireless networks. High 
voltage transformers and circuit breakers have been known to become 
damaged in the presence of rare and extreme geomagnetic storms or 
lightning strikes [13,14]. In such events, permanent damage occurs 
practically instantaneously. Conversely, jamming is limited to causing 
temporary communication interruption only during the time the 
jammer is turned on. Jammers generally have a finite battery lifetime, 
setting an upper limit on the duration of interference and thereby 
the magnitude of impact on the attacked system. It is a well-known 
fact that the severity of a disruption increases with its duration, e.g. 
transportation delays or power outages [15], and that a key parameter 
for fast infrastructure recovery is time management [16]. Undeniably, 
the same typically applies for jamming attacks, too. The open nature of 
wireless communication leaves it vulnerable to jamming attacks [17]. 
Wireless networks come in many different variations. Major features 
that classify wireless networks are coverage range and if the network is 
an infrastructure or ad hoc network [18]. While wireless infrastructure 
networks rely on pre-existing infrastructure in the form of routers and 
switches to relay traffic between users, devices can connect directly to 
each other in wireless ad hoc networks. Wireless ad hoc networks have 
in the past been applied primarily for military or emergency situations 
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[19], however, due to the high demand on connectivity today, they are 
becoming more common commercially, e.g. often applied to smart 
homes, smart grids, automatic meter reading, lighting controls, building 
automation systems (sometimes called wireless sensor networks), tank 
monitoring, medical devices and fleet applications e.g. ZigBee [20] or 
communication within businesses [21]. There is an increasing concern 
over coordinated intentional attacks [22]. Recent studies have proposed 
models to analyse the risk of IEMI [23] and even applied operational 
models to the IEMI threat [24]. Random graph theoretical models 
and percolation theory have also been proposed to assess the threat 
of IEMI on wireless networks [25]. Linear programing models have 
been applied to optimise the traffic flow in a wireless network under 
a coordinated jamming attack [26]. The vast majority of existing such 
models and operational models are static, meaning they involve the 
analysis of infrastructure vulnerability without consideration of the 
time dimension [27]. This simplication is a critical one, and in many 
cases does not render useful advice since the impact on the cost on 
society due to the duration of a disruption and the recovery time of 
the affected system are not taken into account. Dynamic operational 
models as opposed to static ones, model infrastructure performance 
and restoration over time and are recently becoming more applied 
[28]. To the best knowledge of the authors, no studies have yet applied 
dynamic operational models to the threat of IEMI explicitly, or more 
relevantly, to jamming. In this article, we provide a foundation for 
establishing a dynamic operational model in the form of a stepwise 
linear program that will help a system operator make decisions to 
guide the operation of a wireless network so as to minimise the total 
operational cost resulting from a coordinated jamming attack. The 
operator is presumed to have a number of search teams at her disposal 
that try to locate and neutralise hidden jammers with a finite battery 
time. The search for the jammers takes time and the longer the jammers 
are turned on, the longer the network remains congested and the higher 
the operator penalty cost. The proposed model is kept general in the 
sense that it can be applied to both infrastructure and ad hoc wireless 
networks. By default, the model presented here is adapted for wireless 
infrastructure networks. However, it can be easily modified to model 
wireless ad hoc networks, too. These modifications are pointed out in 
the paper when relevant. Also, we do not attempt to detail any specific 
data transmission or routing protocols between devices, due to the 
multiplex of existing wireless network technologies [29]. We assume 
that communication between devices is one-way and that no master 
or authentication signal is required from a device to receive messages 
from another. Data is simply sent from one device to another and it 
is assumed that the necessary routing is managed by the network in a 
centralised or decentralised manner. This simplification leaves room for 
adjusting the model to a specific type of wireless network, whether it be 
infrastructure or ad hoc networks. In practice, the applied operational 
model should be tailored to model a specific type of scenario.

Assumptions and Delimitations
The operational model is delimited to analyse a single wireless 

network with the purpose of providing network users with the means to 
transmit and receive information to each other, i.e. the information has 
an origin and a destination. A user could be a computer, cell phone or 
another smart device. Network vertices represent wireless access points 
(WAPs). Users must connect to at least one WAP to communicate 
with each other1. For this study, the traffic demand from one vertex to 

1The term wireless access point (WAP) is generally used for wireless infrastructure 
networks (not ad hoc) and refers to the terminal from the user to the router. In 
wireless ad hoc networks, vertices represent user devices which can connect 
directly without a WAP if within range.

another is assumed constant in time. Also, we assume the network is 
not connected to the Internet or a central database and that data does 
not have to be sent to a central vertex before it reaches the destination 
vertex. Direct paths between vertices on which information can be sent 
are henceforth called edges. Each edge has a specified channel data rate 
capacity. It may not be possible or not preferable to send information 
directly from origin to destination vertex. If so, information may be 
sent from the origin vertex via the term wireless access point (WAP) 
is generally used for wireless infrastructure networks (not ad hoc) and 
refers to the terminal from the user to the router. In wireless ad hoc 
networks, vertices represent user devices which can connect directly 
without a WAP if within range. Other connecting vertices until it reach 
the destination vertex. The received desired signal impinging on a 
vertex can be distorted by noise, effectively reducing the channel data 
rate capacity of the sending edge.

The network is coordinated by the operator - a decision making 
entity comprised of humans and computers, whose objective is to 
manage the network operation so as to reduce the operational cost 
as much as possible, even (especially) in the event of disruptions. The 
operator is issued a transmission cost to send information between two 
connecting vertices. The total operational cost per unit of time does not 
directly include any user costs, only transmission costs [30] and, if the 
operator fails to meet user demand, i.e. traffic is blocked between users, 
she is issued a penalty cost. The penalty cost is the operator’s monetary 
loss per unit of time which increases with the extent of affected users. 
Typically, the penalty cost is composed of compensation for user lost 
revenue, operator reputational damage and lost business opportunities 
[31]. If the network is used within an organisation or company which is 
also responsible for operating the network i.e. the operator, the penalty 
costs are issued on that company. However, if the network is used by 
several companies or individuals, the penalty cost is internalised, i.e. 
the operator must compensate the users for their loss. Penalty costs 
are generally many times greater than transmission costs [32]. The 
operator is therefore, in the event of a disruption, highly inclined to 
make comprehensive efforts by means of dynamically rerouting data 
and working to eliminate the source of disruption as swiftly as possible 
to avoid long periods of user unmet demand.

The longer the duration of a disruption, the greater the monetary 
loss for the operator. An often-applied metric in resilience engineering 
used to measure how well a society or an organisation copes with a 
disruption, is the performance loss or loss of resilience. The resilience 
loss is generally defined as being equal to, or proportional to the 
additional total cost on society or the organisation during and after a 
disruption [33,34]. Resilience loss is conceptualised in Figure 1 and is 
typically identified by the area between the level of full functionality 
and the actual system functionality over time. We will apply the metric 
of resilience loss to define the additional operational cost resulting 

Functionality

Resilience
loss

Time
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Figure 1: Functionality curve illustrating the concept of resilience loss.
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from a disruption. However, we do not use the notion of functionality 
as seen in Figure 1. Instead, we define the resilience loss as the area 
between the operational cost per unit of time when the network is fully 
functional (network is operated at minimal operational cost per unit of 
time) and the actual operational cost per unit of time. Resilience loss 
here, is defined based on monetary loss since cost per unit of time is 
a commonly applied performance metric in operational models [27].

We presume the existence of an attacker; a malicious individual or 
group of individuals who intend to disturb the network operation so as 
to render the operator a high resilience loss. Since the context of this 
article is jamming attacks on wireless networks, the attacker is conned 
to only using jammers as means to achieve his objective, even if other 
means of attack may be a more rational choice for the attacker. Here, 
we consider scenarios where the attacker deploys a finite number of 
jammers at publicly accessible locations and abandons them there. For 
modelling simplicity, we assume that the attacker turns all jammers on 
at the same time. During the time the jammers are turned on, vertices 
will experience interference, potentially reducing the capacity of certain 
edges. Jammers are assumed to remain at these same locations and are 
not turned off until their batteries completely discharge or they are 
located and neutralised by the operator. We consider this an adequate 
assumption since IEMI attacks are typically recognised as covert and 
anonymous in the literature, where jammers may be hidden at various 
locations and difficult to detect [35]. For simplicity, jammers are 
assumed isotropic radiators; their radiation pattern can spread across 
a geographical area and interfere with network vertices (Figure 2). 
For further reading, the impact on different types of networks caused 
by disturbances spreading out over geographical regions has been 
presented in multiple studies [36-38]. Moreover, jammers can produce 
different waveforms. However, for simplicity of calculation, we only 
account for jammers which produce (band-limited) white Gaussian 
noise and not coloured or frequency dependent noise. The operator 
is assumed to be able to measure the level of jamming noise at each 
vertex, and on observing these levels, tries to reduce the resilience loss 
as much as possible by rerouting data traffic in the network provided 
this can be done at a feasible price and also assigns search teams to 
locate and neutralise the jammers [39]. In practice, an operator does not 
continuously make decisions, but naturally at discrete points in time, to 
be called the decision times. In the model, it is assumed the operator 
uses a myopic approach to make her decisions since she is only able 
to know the present state of network functionality and cannot predict 

how the network will be disrupted in the future. At each decision time, 
the operator chooses her decision variables including which jammers 
to search for so as to reduce the additional operational cost between 
the current decision time and the next as much as possible based on 
her assumption that the jamming signal strengths will remain the 
same until the jammers are neutralised. A jammer may suddenly run 
out of battery, which will immediately change the course of operation. 
However, jammer battery times cannot be known by the operator 
and therefore cannot be anticipated in her decision making. For the 
sake of brevity, we assume that jammer noise only in influences the 
channel capacity and not the transmission costs. However, in practice, 
transmission costs can increase due to noise (e.g. if the transmission 
power on an edge is increased to compensate for the jamming signal 
[40]. In this article, we do not attempt to model the behaviour of an 
attacker and where he decides to deploy the jammers, as in the wireless 
network jamming problem [41-43]. Therefore, we do not model 
the optimum decisions of both a rational attacker and the operator 
assuming they have perfect information about their adversaries as in 
a Stackel berggame. In a real scenario however, the attacker will try to 
place jammers near WAPs so that a large portion of the jamming signal 
power is received by the WAPs, thus reducing the channel data rate 
capacity of the sending edges. The main focus here is how the operator 
makes decisions over time so as to minimise the resilience loss resulting 
from a coordinated jamming attack.

Model Formulation
The network

The wireless network is represented by the graph  =(,) where 
v ∈ ={1, 2,… V} denotes the set of vertices and [u, v] ∈  the set of 
edges, i.e. connected pairs of vertices u,v ∈ , u ≠v in the network. 
Information in the network has an origin and a destination vertex. 
The traffic intensity from vertex u to vertex v is defined as the average 
packet arrival rate times the average packet transmission time and 
has the dimensionless unit of Erlang (ITU2005)2. The traffic intensity 
demand from node u to node v is denoted duv, where duv ≥ 0 ∀ u, v ∈ , 
u≠ v. Notice that users near vertex v ∈  may send traffic to other users 
at the same vertex v and thus we denote this demand as dv ≥ 0 (dv=0 
for ad hoc networks). Each edge [u, v]∈  has a capacity D[u,v]-the 
maximum allowed traffic intensity across edge [u,v] per unit of time. 
Traffic is sent across paths (with no cycles) p ∈ , where  is defined as 
the set of all sets of connected vertices and edges p={v1, [v1, v2], v2, [v2, 
v3],…, vM-1, [vM-1, vM], such that all of the vertices and edges are distinct, 
i.e. for all m≠ n such that vm, vn ∈ p, vm ≠vn and for all m ∈ {1,2,…M-1}, 
[vm, vm+1] ∈ . Each path p has a transmission cost cp-the cost per unit 
of time per Erlang across path p, defined as [44]:

[ ]
[ ]

,
,

p u v
u v p

c c
Î

= å                     (1)

Here, we assume the transmission cost of an edge [u, v] ∈  is 
independent of the level of traffic on that edge as opposed to what is the 
case in e.g. transportation systems, and denote these costs c[u,v]. The 
cost per unit of time per Erlang of sending data locally between users at 
vertex v is denoted c0

v and is also considered a constant. Moreover, the 
local capacity of vertex v is denoted Dv.

The channel capacity in Erlang of edge [u, v] is dependent on the 
interference noise power levels on the edge and is given by the Shannon 
channel capacity equation [45]:

2Erlang may alternatively be conceived as the average number of concurrent 
packets sent across an edge or a path at a given point in time (and is dimensionless).

Jammer

WAP

Figure 2: The figure illustrates a coordinated attack on a network of wireless 
access points (WAP) which is irradiated by three jammers; contours represent 
the radiated noise generated by the jammers. The net signal power at a given 
point is the superposition of all contributions.
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where B[u,v] is the channel bandwidth in Hertz of edge [u, v], S[u, v] 
is the average incoming signal power in Watts at vertex v from edge [u, 
v], N[u, v] is the average noise power level in Watts on edge [u, v] and 
G[u, v] is the average packet data rate in bitsper second on edge [u, v]. 
The same equation holds for vertex capacities Dv, only that B[u, v], S[u, 
v], N[u,v] and G[u, v] are replaced by Bv, Sv, Nv and Gv, respectively, 
where Bv is the bandwidth of the channel receiving data from local 
computers at vertex v, Sv is the average signal power of this channel, Nv 
is the noise on the channel and Gv is the average packet data rate sent 
between local computers at vertex v.

The attacker

The attacker possesses a set of identical jammers j ∈ ={1, 2,…J} 
which he deploys in the two-dimensional topographic map at locations 

2
jl Î . The jammers are omni-directional, band-limited Gaussian 

white noise jammers. All jammers j ∈  are turned on at time τ=0. Let 
2

vg Î denote the position of vertex v. Assuming both receivers and 
transmitters are isotropic, i.e. have a zero gain, the average noise power 
impingingat vertex v generated by jammer j is estimated using Friis 
transmission equation as [46]:

( )( ) ( )( )
( )

2
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4
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= -

-
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where j vl g-  is the Euclidean distance in metres betw.een jammer j 
and vertex v,fj is the centre frequency in Hertz of jammer j, c ≈ 3.108 
m/s is the speed of light in vacuum, Pj is the radiated power (rms) in 
Watts of jammer , 0jj t >  is the battery time in hours of jammer j and 
zj(τ)=0 if 0 jt t£ £  0 and zj(τ)=1 otherwise. As linear superposition 
of fields applies in vacuum [47], we assume this is an acceptable 
approximation also in our case. The total noise power (rms) in Wattsat 
each edge [u, v] ∈  at time is then the sum of all jammer contributions 
at the receiving vertex v:

[ ] ( )( ) [ ] ( )( )0, ,
1

, ,
J

v j j v ju v u v
j

N z N B N l g zt t
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where z(τ)=(z1(τ), z2(τ),…,zJ (τ)) is the vector indicating which jammers 
have run out of battery, and the constant 0N Tk=  is the thermal 
noise power spectral density, where is Boltzmann’s constant and T the 
ambient temperature in Kelvin. It is worthwhile noting that when a 
jamming signal is present, the N0B[u, v]term can be neglected since it 
is typically many orders of magnitude smaller than the jamming noise 
Nvj.

The operator

Recall that the operator’s objective is to maintain network operation 
at the lowest feasible cost, even in the event of disruptions. When a 
disruption occurs, the operator tries to minimise the resilience loss 
by rerouting traffic flow in the network and by using available search 
teams to locate and neutralise jammers. In the following, three different 
operator models are presented. The first is the most basic - the operator 
does not attempt to locate and neutralise jammers, only reroutes flows 
at the decision times so as to minimise the operational cost per unit of 
time. In the second model, we expand the first model by allowing the 
operator to locate and neutralise jammers assuming a negligible search 
time and in then al model, the second model formulation is made more 
realistic by introducing a finite search time [2,3,48].

Instantaneous operational model without search teams: This 

establishes the basis of our operator model. Here, the operator is not 
concerned about the jammers locations, but only how she can reroute 
the traffic flow so as to minimise the operational cost per unit of time 
given the edge capacities and the traffic intensity demand.

The penalty cost is defined as the cost per blocked Erlang per unit of 
time from vertex u to vertex v and is denoted πuv, and the local penalty 
cost at a vertex v is denoted πv.

Decision times are the time points k∆τ, where the time step ∆τ is the 
time between decision times and k ∈ {0, 1,….,K} is the time step number. 
Here, K is the minimum integer such that 1 2, ,..., jK maxt t t té ùD ³ ê úë û
. Different decisions may be taken by the operator as long as k > K. 
When k > K, the operator will not alter her decision since all jammer 
batteries are at time max 1 2, ,..., jt t té ùê úë û and thus, from this point, the 
noise power at all edges is simply the thermal noise level N0B[u, v] and 
operation will return to normal. For simplicity, we use the notation 
zk

j=zj(k∆τ) and thereby dene the vectors zk=(zk
1, z

k
2,…,zk

J ). As seen in 
eqn. (2), the edge capacities and vertex capacities depend on the noise 
levels at the vertices. They are bounded from above by the corresponding 
levels for an undisrupted, fully functional network [49,50]:

D[u,v](N[u,v](zk))≤D[u,v](N[u,v](zK))=DK[u,v],∀[u,v]∈          (5)

where for an undisrupted, fully functional network, edge capacities 
and vertex capacities acquire their maximum levels DK

[u, v] and DK
v, 

respectively. Notice that zK is the unit vector of size J, and thereby all 
N[u,v](zK) and Nv(zK) are equal to N0B[u, v] andN0Bv, respectively, as a 
result of eqn. (4).

Operator decision variables at each decision time k are the traffic 
intensities on the paths, denoted by Y kp representing the traffic 
intensity in Erlang on path p. The instantaneous operator problem at 
decision time k ∈ {0,1,…..K} is formulated as a linear program [27] (the 
fundamental difference being that here the time dimension is included):
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where ˆ kC  denotes the minimum operational cost per unit of time at 
decision time , uvk P PÌ denotes the set of all paths from vertex u to 
vertex v, and δp[u,v]=1 if[u, v] ∈ p and p[u,v]=0 otherwise. Notice that 
ˆ  is the operational cost per unit of time when the network is not 

under attack, i.e. fully functional.

The problem formulation (P.1) involves solving K+1 linear 
programs [51].

Instantaneous operational model with search teams and 
negligible search time: We now enable the operator to search for and 
neutralise jammers assuming searches take no time at all. In order to 
decide which jammers to neutralise at each decision time, the operator 
must know how much the removal of each jammer will improve 
the operational cost per unit of time. As in the previous problem 
formulation, the operator can measure the noise level at each vertex. 
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However, now, we also assume that she is able to accurately discern 
the noise signal contributions from each jammer. The instantaneous 
operational model is expanded by adding the new binary decision 
variables Xk

j, equal to 1 if the operator decides to neutralise jammer 
j and 0 if not. Hereby we also define the vector Xk=(Xk

1,X
k

2,…,Xk
J ). 

In addition, the operator has a limited number of available search 
teams A (a positive integer), and can only neutralise A jammers at each 
decision time. At each decision time k, the operator thus decides not 
only the path flows, but also which jammers to neutralise in a manner 
that minimises the operational cost per unit of time at decision time k 
[1,52].

The noise contribution from jammer j at vertex v at decision time 
k ≥ 0 will depend on whether the jammer has been neutralised or not 
and if the battery is still powered. Letting the vector be the value of the 
vector Xk which reduces the operational cost per unit of time the most 
at decision time k, we recursively define the binary variable indicating 
the number of active jammers at time points k>0 as:

( ) ( ) ( )1 ˆ1, 1 1 1 ,

0,

k k k
j j jk
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x z X
x

otherwise

-ìï = Ú = Ú =ïï=íïïïî
                 (6)

and since all jammers are initially active, x0
j=0.

The operator’s expanded optimisation problem with negligible 
search times at decision time k ∈ {0,1,….K} is:
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     (P.2)

Here too, ˆ KC is the operational cost per unit of time when the 
network is fully functional. This problem formulation (P.2) also 
involves solving K+1 optimisation problems which are now of the 
mixed integer linear programming type [53].

Recall that we dene the resilience loss as the area between the 
operational cost per unit of time for the disrupted network and the 
operational cost per unit of time when the network is fully functional, 
i.e. ˆ KC . In practice, the operational cost per unit of time may change 
during the periods between the decision points k and k+1 when 
optimal decisions are taken, since the noise at the vertices may change 
during these periods. Defining the vectors q(τ)=(q1(τ), q2(τ),…. qJ(τ)) 
and qk=(qk

1, q
k

2,….,qk
J ), we define the continuous operational cost per 

unit of time as:
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for k∆τ ≤τ<(k+1), ∀ k ∈ {0,1,…., K} with q(τ)=z(τ) and qk=zk for 

optimisation problem (P.1) and with ( ) ( ) ˆmax , kq z Xt té ù= ê úë û  and 
ˆk kq X=  for (P.2), and where the maximisation of the vectors is 

component-wise. The resilience loss caused by a disruption given 
optimal counteractions, can then be expressed as (we can let the upper 
bound of the integral be infinity since ( )ˆ ˆ KC Ct = , for τ ≥ K∆τ):

( )( )
0

ˆ ˆ dKC Ct t
¥

Ù= -ò                    (8)

Notice that in practice, however, it is difficult to generally specify 
( )Ĉ t  since domain specific relations are required to evaluate edge 

flows and unmet demand at vertices between the operator decision 
times. If ( )Ĉ t cannot accurately be estimated, one may assume it 
remains constant between decision times which more accurately holds 
for small.

The function ( )Ĉ t  and resilience loss Ù  may be conceptualised 
as in Figure 3. Notice that an infinite resilience loss cannot occur since 
all jammers have a finite battery lifetime and the operator is able to 
neutralise up to A jammers at each decision time.

Instantaneous operational model with search teams and finite 
search times equal to one time step: The negligible search time 
assumption in the previous model suffices solely as a starting point to 
further develop a more realistic operational model. In practice, search 
times may be long and cannot be omitted when evaluating resilience loss. 
For this reason, we now combine the previous two models to formulate 
a more realistic model with a finite search time. For simplicity, we let 
the search time be equal to one time step, ∆τ, assuming all jammers 
take the same amount of time to locate and neutralise. Like (P.2), this 
problem is recursive. However, the operational cost per unit of time 
and optimal flow decisions at the present decision time will depend on 
which jammers she chose to neutralise at the previous decision time 
and not at the present time. The operator does not only minimise the 

Ĉ(τ)
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Ĉ1

Ĉ2

Ĉ3

Ĉ4
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ĈK

loss

Figure 3. Example of the operational cost per unit of time as a function of time when the operator is able

to reroute edge traffic flows, regulate unmet demand and search for jammers at the decision times indicated

by bold vertical lines (K = 4). The grey area represents the resilience loss. Notice that between decision times
2∆τ and 3∆τ one of the jammer batteries goes flat and the operational cost per unit time drops.

Ĉ(τ) = Ĉk+
∑
v∈V

c0v min[Dv(Nv(q(τ))), dv]

−
∑
v∈V

c0v min[Dv(Nv(q
k)), dv]

+
∑
v∈V

πv(dv −min[Dv(Nv(q(τ))), dv])

−
∑
v∈V

πv(dv −min[Dv(Nv(q
k)), dv]),

(7)

for k∆τ ≤ τ < (k + 1)∆τ , ∀ k ∈ {0, 1, ...,K} with q(τ) = z(τ) and qk = zk for

optimisation problem (P.1) and with q(τ) = max[z(τ), X̂
k
] and qk = X̂

k
for (P.2),

and where the maximisation of the vectors is component-wise. The resilience loss
caused by a disruption given optimal counteractions, can then be expressed as (we

can let the upper bound of the integral be infinity since Ĉ(τ) = ĈK , for τ ≥ K∆τ):

Λ =

∫ ∞

0
(Ĉ(τ)− ĈK)dτ. (8)

Notice that in practice, however, it is difficult to generally specify Ĉ(τ) since domain-
specific relations are required to evaluate edge flows and unmet demand at vertices
between the operator decision times. If Ĉ(τ) cannot accurately be estimated, one may
assume it remains constant between decision times which more accurately holds for
small ∆τ .

The function Ĉ(τ) and resilience loss Λ may be conceptualised as in Figure 3. Notice
that an infinite resilience loss cannot occur since all jammers have a finite battery
lifetime and the operator is able to neutralise up to A jammers at each decision time.
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Figure 3: Example of the operational cost per unit of time as a function of 
time when the operator is able to reroute edge traffic flows, regulate unmet 
demand and search for jammers at the decision times indicated by bold vertical 
lines (K=4). The grey area represents the resilience loss. Notice that between 
decision times 2∆τ and 3∆τ one of the jammer batteries goes at and the 
operational cost per unit time drops.
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operational cost per unit of time at the present decision time k (as in the 
previous two models), but also choses which jammers to neutralise so 
as to minimise the optimal operational cost per unit of time at then next 
decision time k+1. In order to know which jammers to neutralise at 
decision time k, the operator must predict the noise level at the vertices 
at decision time k+1. Since the operator has no information about 
the duration of the jamming signals, i.e. the jammer battery times, a 
natural assumption about the myopic operator is that’s he behaves as 
if she assumes the noise levels at the vertices remain at their present 
values throughout the whole time period, i.e. that xk+1=xk. Hence the 
operator solves two sub problems at each decision time k:first, (P.3) the 
instantaneous operator problem taking into consideration the present 
state of path transmission costs and edge and vertex capacities, and 
then (P.2) deciding which jammers to search for between decision time 
k and k+1 such that the operational cost per unit time is minimised 
when solving (P.3) at decision time k+1. The information required by 
the operator in (P.3) is the same as in (P.1) where the operator only 
requires the noise levels at the vertices to minimise the operational cost 
per unit of time. Hence, at each decision time, the operator decides the 
path flows and which jammers to neutralise.

The optimisation problem at decision time k ∈ {0, 1,…,K} is a 
modified version of (P.1) followed by (P.2). In the first subproblem at 
decision time k, we solve (P.1) replacing zk by xk=(xk

1, x
k

2,… xk
J). The 

first subproblem is:
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and in the second subproblem at the same decision time k, we solve 
(P.2) to obtain ˆ KX to be used to solve (P.3) at the next decision time 
k+1. The continuous operational cost per unit of time is for problem 
(P.3) defined as in eqn. (7) except q(τ)=max[z(τ), xk] and qk=xk.

Application of the model on a hypothetical Wireless 
Local Area Network (WLAN)

Now we illustrate the effect on the resilience loss of searching for 
the jammers by applying and comparing operational models (P.1) and 
(P.3) on a hypothetical WLAN attacked by two jammers. In addition, 
the continuous operational cost per unit of time ( )Ĉ t is calculated at 
different values of ∆τ in the model (P.3), in order to learn how the time 
step duration, i.e. the search time, affects the resilience loss.

All network data, attacker data and operator data used for this 
case study are exemplary and are presented in (Table 1). The network 
comprises three WAPs (vertices) and six wireless channels (edges) 
connecting these, as illustrated in Figure 4. Each WAP services a 
number of computers, sending and receiving data to and from each 
other via the WAPs in the network. The network operates on the 2.4 
GHz band and the channel bandwidth is assumed to be 20 MHz as 

commonly used in Wi-Fi and WLAN applications [54]. Moreover, 
the maximal edge capacities are set to100 Erlang for simplicity and 
therefore, the average receive power at each vertex is assumed to be 
1 mW and the packet data rate 6.7 Mbit/s. For calculation simplicity, 
jammer centre frequencies are assumed 3 GHz and that the noise 
generated by the jammers is uniformly distributed over all the channels 
used by the network.

Results
The operational cost per unit time is presented over a 12 h period 

starting from when jammers are turned on by the attacker. The 
operational cost per unit of time is evaluated for operational models 

WAP

Jammer

1

2

3

(0,0)

(50,100)(30,100)

(110,0)(100,0)loss

Figure 4. Hypothetical wireless local area network (WLAN) attacked by two jammers. The vertices are

wireless access points (WAP), each pair of them has a specified traffic intensity demand. The coordinates mark

vertex and jammer positions.
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Figure 5. Operational cost per unit of time Ĉ(τ) for problems (P.1) without search teams on the left and on

the right (P.3) with finite search times equal to one time step using ∆τ = 4 h, 2 h, 1 h and A = 1.

4.1. Results

The operational cost per unit time is presented over a 12 h period starting from
when jammers are turned on by the attacker. The operational cost per unit of time is
evaluated for operational models (P.1) and (P.3) for three different time step lengths
of ∆τ = 4 h, ∆τ = 2 h and ∆τ = 1 h, depicted in Figure 5. As expected, the
resilience loss is maximal when the operator is not allowed to search for the jammers,
i.e. (P.1). In this case, the fully functional operational cost per unit of time ĈK is
only reattained once all jammer batteries have run out of power and the operator has
no other choice than to suffer the penalty costs of unmet demand before then. As
expected, the resilience loss increases with ∆τ , illustrated by the larger area under the
curves in Figure 5. The resilience loss is for (P.1) calculated to be e3852, e3181 and
e2889 with ∆τ = 4 h, ∆τ = 2 h and ∆τ = 1 h, respectively, and for (P.3) e2510,
e1255 and e627 with ∆τ = 4 h, ∆τ = 2 h and ∆τ = 1 h, respectively.

14

Figure 4: Hypothetical wireless local area network (WLAN) attacked by two 
jammers. The vertices are wireless access points (WAP), each pair of them has 
a specified taffic intensity demand. The coordinates mark vertex and jammer 
positions.

Network data Unit
Local demand at all vertices dv=0 (Erlang)
Traffic demand from vertex 1 to 2 d12=100 (Erlang)
Traffic demand from vertex 2 to 1 d21=150 (Erlang)
Traffic demand from vertex 1 to 3 d13=100 (Erlang)
Traffic demand from vertex 3 to 1 d31=50 (Erlang)
Traffic demand from vertex 2 to 3 d23=50 (Erlang)
Traffic demand from vertex 3 to 2 d32=100 (Erlang)
Fully functional capacity of all edges [u,v] DK

[u,v]=100 (Erlang)
Position of WAP 1 g1=(0,0) [m]
Position of WAP 2 g2=(50,100) [m]
Position of WAP 3 g3=(100,0) [m]
Attacker data
Number of jammers 1 J=2
Position of jammer 1 l1=(30,100) [m]
Position of jammer 2 l2=(1,100) [m]
Battery time of jammer 1

1t =9 [h]

Battery time of jammer 2
2t =6 [h]

Jammer radiated power P1,P2=10 [W]
Jammer centre frequency f1,f2=3 [GHz]
Operator data
Transmission cost of all edges c[u,v]=0.1 [€/h]
Penalty cost on all vertex pairs πuv=1 [€/h]
Maximum number of searches per time 
step

A=1

Channel bandwidth of all edges and 
vertices

B[u,v],Bv=20 [MHz]

Signal power at all edges and vertices S[u,v],Sv=1 [mW]
Average packet data rate of all edges and 
vertices

G[u,v],Gv=6.7 [Ms-1]

Table 1: Simulation data.
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(P.1) and (P.3) for three different time step lengths of ∆τ=4 h, ∆τ=2 
h and ∆τ=1 h, depicted in Figure 5. As expected, the resilience loss is 
maximal when the operator is not allowed to search for the jammers, 
i.e. (P.1). In this case, the fully functional operational cost per unit of 
time ˆ KC  is only reattained once all jammer batteries have run out of 
power and the operator has no other choice than to suffer the penalty 
costs of unmet demand before then. As expected, the resilience loss 
increases with ∆τ, illustrated by the larger area under the curves in 
Figure 5. The resilience loss is for (P.1) calculated to be €3852, €3181 
and €2889 with ∆τ=4 h, ∆τ=2 h and ∆τ=1 h, respectively, and for (P.3) 
€2510, €1255 and €627 with ∆τ=4 h, ∆τ=2 h and ∆τ=1 h, respectively 
[55].

Discussion and Conclusions
This paper presents three different operational models for wireless 

networks in the presence of a coordinated jamming attack. We model 
the decision-making of a network operator that tries to optimise the 
network operation so as to minimise the resilience loss in the event of 
such a disruption. Optimisation results are presented for a hypothetical 
wireless network where results from models (P.1) and (P.3) are 
compared. In the former model, the operator only regulates the traffic 
flow in the network and in the latter, she regulates the traffic flow and 
is also allowed to search for and neutralise a finite number of jammers 
from one decision time to the next. Comparing results from these 
models, we observe that searching for the jammers naturally yields a 
lower resilience loss than without searches. Next, we analyse the effect 
of the search time on the resilience loss in the operational model with 
search teams and a finite search time, (P.3), where search times are 
equal to one time step. We observe that the resilience loss increases 
with the time step duration, i.e. search time. These estimates may prove 
useful when deciding how to tune the time step duration. If the time 
step is too large, the resilience loss may be unacceptable and if the time 
step is too small, the operator has to optimise the network operation 
more frequently which may be expensive in a real scenario.

Since the operator does not know the jammer battery times, 
she makes decisions myopically and neutralises the jammer which 
increases the operational cost per unit of time the most (and not the 
resilience loss). In the example, jammer 2 increases the operational 
cost per unit of time the most and she therefore neutralises it first. 
However, jammer 1 has a longer battery time and may inflict a higher 
resilience loss than jammer 2, particularly for longer time steps. This 
illustrates how the operator’s lack of perfect information can lead to 
poor decision-making.

A limitation of the present type of model is that it requires a 
large amount of data. Data on the jammer parameters, estimating 
search times and how the jammer interference a effects the maximum 
receivable data rate at the WAPs are examples of uncertain parameters 
in a realistic scenario which may have to be, in many cases, roughly 
estimated.

One simplification of the present model is that searches do not cost 
anything. In practice, costs may also be inflicted on the operator when 
changing the mode of operation due to additional labour, delays, etc. 
These costs may be added straight forwardly to the objective function 
in the operator model. Another possibility would be to enforce a 
budget constraint on the search of jammers, W. The constraint on the 
maximum number of jammers that can be found at each time step k 
would then be replaced by:

( ) ,k k
j j j

j

w X x W
Î

- £å
J

                     (9)

where wj is the cost of finding jammer j.

Another generalisation of the model would be to allow the search 
time to be a multiple of the time step length. Furthermore, conditions 
affecting the operational cost per unit of time may change between 
decision times, e.g. penalty costs of blocked traffic increase as the time 
of unmet demand increases. Therefore, the objective function could 
be modified such that penalty costs are increasing functions of the 
amount of blocked per time unit instead of insufficient traffic capacity. 
A further expansion of the model is to allow the vertices to be mobile as 
in a Mobile ad hoc network (MANET) or a vehicular ad hoc network 
(VANET), which are becoming more on demand and are important for 
autonomous vehicles [56,57].

In this article, the focus has been on the choices of the operator. The 
objective of an attacker is generally to deploy his jammers at locations so 
as to cause the highest possible resilience loss. Therefore, the attacker’s 
problem, also generally known as the wireless network jamming 
problem, may be included in the model to solve the Nash equilibrium 
for different attacker and defender resource budget limitations.

To further develop and increase the realism of the attacker 
model, one could allow the attacker to turn the jammers on and o at 
different times so as to deceive the operator and further maximise the 
total resilience loss. In addition, jammers in this study were assumed 
isotropic. Jammer directivity may be added straightforwardly as a 
parameter and the beam angle added as an attacker decision variable.
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Figure 4. Hypothetical wireless local area network (WLAN) attacked by two jammers. The vertices are
wireless access points (WAP), each pair of them has a specified traffic intensity demand. The coordinates mark
vertex and jammer positions.
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Figure 5. Operational cost per unit of time Ĉ(τ) for problems (P.1) without search teams on the left and on
the right (P.3) with finite search times equal to one time step using ∆τ = 4 h, 2 h, 1 h and A = 1.

4.1. Results

The operational cost per unit time is presented over a 12 h period starting from
when jammers are turned on by the attacker. The operational cost per unit of time is
evaluated for operational models (P.1) and (P.3) for three different time step lengths
of ∆τ = 4 h, ∆τ = 2 h and ∆τ = 1 h, depicted in Figure 5. As expected, the
resilience loss is maximal when the operator is not allowed to search for the jammers,
i.e. (P.1). In this case, the fully functional operational cost per unit of time ĈK is
only reattained once all jammer batteries have run out of power and the operator has
no other choice than to suffer the penalty costs of unmet demand before then. As
expected, the resilience loss increases with ∆τ , illustrated by the larger area under the
curves in Figure 5. The resilience loss is for (P.1) calculated to be e3852, e3181 and
e2889 with ∆τ = 4 h, ∆τ = 2 h and ∆τ = 1 h, respectively, and for (P.3) e2510,
e1255 and e627 with ∆τ = 4 h, ∆τ = 2 h and ∆τ = 1 h, respectively.
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Figure 5: Operational cost per unit of time ( )Ĉ t  for problems (P.1) without search teams on the left and on the right (P.3) with finite search times 
equal to one time step using ∆τ=4 h, 2 h, 1 h and A=1.
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